Spatial variability of erosion rates inferred from the frequency distribution of cosmogenic \(^3\)He in olivines from Hawaiian river sediments
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Abstract

To constrain the spatial distribution of erosion rates in the Waimea river watershed, on the western side of the island of Kauai, Hawaii, we calculate the frequency distribution of cosmogenic \(^3\)He concentrations ([\(^3\)He]) from helium isotopic measurements in olivine grains from a single sample of river sediment. Helium measurements were made in 26 aliquots of \(\sim 30\) olivine grains each. The average [\(^3\)He] from the 26 aliquots was used to estimate a basin-wide average erosion rate of 0.056 mm/yr, a value that is similar to erosion rates obtained from geochemical analyses of river sediments from tectonically stable landforms. However, forward models of cosmogenic nuclide production and sediment generation rates are inconsistent with the hypothesis that the observed [\(^3\)He] frequency distribution is the result of a homogeneous, basin wide, erosion rate. Instead, a distribution of erosion rates, from \(\sim 0\) to 4 mm/yr, may account for the observed frequency distribution. The distribution of erosion rates can be modeled by both non-linear slope- and curvature-dependent erosion rates with power law exponents ranging from 2.0 to 2.5. However, the spatial distribution of cosmogenic nuclides for slope- and curvature-dependent erosion rates are distinct, and we propose strategies to test further the extent to which erosion rates are controlled by the macroscale topographic features. These results demonstrate that the observed frequency distribution of cosmogenic nuclide concentrations in river sediments, combined with numerical modeling of erosion rates, can provide constraints on both the spatial variability of erosion rates in a drainage basin and the form of parameterized erosion laws.
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1. Introduction

Rates of sediment generation and transport may act as a limiting mechanism for a variety of geomorphic processes, from the hillslope evolution to controlling the surface area available for chemical weathering, which directly affects the interaction between climate, erosion, and tectonics (Molnar and England, 1990; Whipple, 2004; Whipple and Meade, 2004). Techniques used to infer denudation rates include gauging of river loads and measurements of cosmogenic \(^{10}\)Be in river sediments.
Cosmogenic nuclides are formed primarily by spallation reactions between high-energy neutrons and the major elements in rock. Because neutron flux is attenuated by interaction with matter, the nuclide production rate increases with altitude and decreases with depth in rock. Production of cosmogenic nuclides is only significant within the upper 2 m of the Earth’s crust. Thus, the concentration of cosmogenic nuclides in near surface rocks is set by the balance between cosmogenic production and mass removal rates (Lal, 1991). Over the past decade, numerous studies have determined $^{10}$Be concentrations in river sediments to constrain basin-averaged erosion rates over catchment areas ranging from 1 to $10^5$ km$^2$, with erosion rates ranging from 0.01 to 0.3 mm/yr (e.g., Brown et al., 1995b; Granger et al., 1996; Riebe et al., 2000; Schaller et al., 2001; Matmon et al., 2003a,b).

The concentration of cosmogenic nuclides in detrital river sediments has been used to investigate relationships between erosion rates and macroscale features of the landscape, such as relief. A correlation between relief and erosion rate has been documented, with high relief areas, in general, eroding at higher rates (Brown et al., 1995b; Granger et al., 1996; Riebe et al., 2000; Schaller et al., 2001; Matmon et al., 2003a,b; Niemi et al., 2005). The relationship between relief and erosion rate, however, has not been quantified rigorously. Further, relief by itself does not control erosion rates. Rather, hillslopes, or hill curvatures, are the parameters that control erosion rate. In the Fort Sage Mountains of California, Granger et al. (1996) observed a correlation between hillslope gradients and catchment-averaged erosion rates, determined from $^{10}$Be in detrital quartz. Granger et al. (1996) suggested that erosion rates may have a non-linear dependence on hillslope gradients, although they concluded that the exact relationship between hillslope gradient and erosion rates could not be quantified with their data. In contrast, Matmon et al. (2003a) observed that basin-scale erosion rates in the Great Smoky Mountains scaled linearly with the mean slope of the catchment area. In a study from the Sierra Nevada, Riebe et al. (2000) showed that the average erosion rate in basins that were affected by tectonic faulting is correlated with the average slope gradients. In contrast, average erosion rates in catchments that were removed from the influence of active tectonics showed no correlation with the average hillslope gradients. Riebe et al. (2000) attributed this to the fact that the landscape may have reached erosional equilibrium and hence, steep and gentle slopes were eroding at the same rate. However, correlating catchment-averaged erosion rates with catchment-averaged slopes may not elucidate a relationship, if erosion rates have a non-linear dependence on hillslope gradients.

An alternative approach to investigate how hillslopes, or hill curvatures drive sediment generation rates would be to investigate the relationship between the spatial distribution of slopes and the spatial variability of erosion rates, within an individual catchment area. While distribution of slopes within a catchment area can be readily investigated using a digital elevation map (DEM), virtually no information is available on the distribution of erosion rates within an individual basin to test for a relationship between slope, or curvature, and erosion rates. Here, we present a new approach to both measuring and modeling cosmogenic nuclide concentrations in river sediments that allow us to constrain the spatial distribution of erosion rates within a catchment area. Our technique is based on constructing a frequency distribution from measurements of cosmogenic nuclides in river sediments. We also demonstrate that the frequency distribution of cosmogenic nuclides can place powerful constraints on the form of parameterized erosion laws.

2. Geological setting, sampling strategy, and measurement techniques

We measured cosmogenic $^3$He concentrations ($[^3\text{He}]$) in olivine rich river sands from the Waimea watershed, located in the western part of the island of Kauai, Hawaii, which comprises the Waimea river and its tributaries (Fig. 1). These rivers flow on the tholeiitic shield-building and caldera-fill lavas of the Olokele and Makaweli members that range in age from 4.2 to 3.95 Ma (McDouggall, 1979; Clague and Dalrymple, 1988). The sample under investigation, KA9, is a river sediment collected on the bank of the Waimea River at an elevation of 25 m (21°59′24″N, 200°19′48″E; Fig. 1). The drainage area at the sample location is 130 km$^2$, constituted by the Waimea River and three of its tributaries (Poomau, Koale and Waialae River, Fig. 1). The maximum elevation of the basin is 1416 m on the Olokele plateau, where precipitation rates average 250–750 cm/yr (NOAA National Climatic Data Center). Precipitation rates decrease dramatically in the western half of the Waimea Canyon, averaging 60–75 cm/yr along the western and south-western rim of the canyon. Precipitation rates at sea-level, at the mouth of the basin, average 50 cm/yr. We selected this study area because the drainage basin has a single lithology, measurement of $[^3\text{He}]$ is a well developed technique, and cosmogenic $^3$He has the highest production rate, allowing for concentration measurements to be made on relatively small numbers of olivine grains.
Approximately 3 kg of river sediment was collected. Following sieving of the sediment sample to a grain size between 1 and 3 mm, a Nd-B hand magnet was used to remove a large fraction of the sediment that was magnetic, concentrating olivine grains in the residual sediment. Olivine grains free from adhering matrix were handpicked under a binocular microscope and then leached in 1% oxalic acid for 45–60 min at 90 °C to remove surficial alteration. The crystals were then ultrasonically cleaned in distilled water and acetone at room temperature for 10 min. Finally, olivine crystals were divided into 26 aliquots of approximately 30 grains each. The number of grains/aliquot was selected to obtain a signal to blank ratio of ∼10, or larger, during the helium isotopic measurements.

To separate [\(^{3}\text{He}\)] from magmatic \(^{3}\text{He}\) trapped in fluid and melt inclusions, the olivine grains were first crushed under vacuum with a piston crusher. The evolved gases were sequentially exposed to a hot and cold SAES getter and then trapped onto a cryogenic cold-finger at 12 K. Helium was separated from neon at 32 K and inlet into a Nu Noblesse noble gas mass spectrometer. Helium isotopic ratios and concentrations were determined by normalizing to a standard with a \(^{3}\text{He}/^{4}\text{He}\) of 8.8 \(R_A\) (where \(R_A\) is the \(^{3}\text{He}/^{4}\text{He}\) ratio normalized to the atmospheric ratio of \(1.39 \times 10^{-6}\)) that was prepared at Harvard (HH3). The HH3 standards analyzed for this study had \(^{4}\text{He}\) abundances that ranged from \(2.6 \times 10^{10}\) atoms to \(1.3 \times 10^{11}\) atoms. \(^{4}\text{He}\) was measured using a Faraday cup and \(^{3}\text{He}\) was measured using a discrete dynode multiplier operating in pulse counting mode. Following crushing, the olivine powders were wrapped in tantalum foil and heated in a vacuum furnace at \(\sim 1500\) °C for 25 min. The use of tantalum foil allows us to keep the furnace clean, which ensures low procedural blanks for \(^{3}\text{He}\) and \(^{4}\text{He}\). We routinely performed repeat extractions to ensure complete extraction of He during the initial heating. The vacuum furnace is equipped with two automated liquid nitrogen
traps to keep the backgrounds in the purification line low. Furnace operations and gas handling are completely automated in the Harvard laboratory, allowing for rapid determination of He concentration and isotopic ratios in a large number of samples. Gas handling procedures and mass spectrometric techniques were identical to those used during sample crushing.

Typical $^3\text{He}$ and $^4\text{He}$ crush blanks were $3.8 \times 10^3$ and $4 \times 10^8$ atoms, which were <1% and ~2% of the measured signals respectively. Typical furnace blanks for $^3\text{He}$ and $^4\text{He}$ were $7.8 \times 10^3$ and $8 \times 10^8$ atoms respectively, averaging 3% and 14% of the sample signals. The total variation in blanks seen during the course of the analyses was 20% for $^3\text{He}$ and 15% for $^4\text{He}$, which were taken to be the uncertainties in the blank correction. The reproducibility of HH3 of similar size to the samples was 2% for $^3\text{He}/^4\text{He}$ ratios and <1% for $^4\text{He}$ concentrations. The uncertainties in the computed ratios and concentrations are based on the reproducibility of HH3 and the uncertainties associated with the blank correction.

The concentrations of $[^3\text{He}]_{\text{c}}$ in the samples were computed from the following relationships:

$$[^3\text{He}]_{\text{c}} =[^3\text{He}]_{\text{melt}} -[^3\text{He}]_{\text{magmatic}}$$

and

$$[^3\text{He}]_{\text{melt}} =[^3\text{He}]_{\text{melt}} \times \left(\frac{[^3\text{He}]}{[^4\text{He}]}\right)_{\text{crush}}$$

where $[^3\text{He}]_{\text{c}}$ is the cosmogenic $^3\text{He}$ concentration, $[^3\text{He}]_{\text{melt}}$ and $[^3\text{He}]_{\text{magmatic}}$ are the $^3\text{He}$ and $^4\text{He}$ concentrations determined by fusing the crushed powders, $[^3\text{He}]_{\text{magmatic}}$ is the inherited magmatic component, and $\left(\frac{[^3\text{He}]}{[^4\text{He}]}\right)_{\text{crush}}$ is the $[^3\text{He}]/[^4\text{He}]$ ratio obtained by crushing the olivine grains. The average $1\sigma$ uncertainty in $[^3\text{He}]_{\text{melt}}$ and $[^3\text{He}]_{\text{magmatic}}$ is 4%. The above correction for inherited magmatic $^3\text{He}$, however, assumes that no radiogenic $^4\text{He}$ or nucleogenic $^3\text{He}$ is present in the samples and insignificant cosmogenic $^3\text{He}$ is present in the fluid/melt inclusions. The U and Th abundances in olivines are extremely low ($\ll 0.01$ ppm) (Kurz et al., 1996). To calculate the amount of radiogenic in-growth in the olivines, we assume a melt-olivine partition coefficient of $2 \times 10^{-5}$ and $5 \times 10^{-5}$ for U and Th respectively (Beattie 1993; Kennedy et al., 1993). The melt is assumed to have 0.3 ppm U and 1 ppm Th, which is towards the high-end of measured concentrations in Hawaiian tholeiites. The above parameters suggest that over 4.5 Myrs radiogenic in-growth would lead to a $^4\text{He}$ concentration of $2.6 \times 10^8$ at/g (atoms/g), which is <1% (range 0.6–0.8%) of the measured $^4\text{He}$ signals during sample fusion. The olivine crystals analyzed in this study were leached with 1% oxalic acid. From the mass loss during leaching, and assuming a spherical geometry for the grains, we calculate that on average a 50 μm thick rind from the olivine crystals was removed. Since the stopping distance for an $\alpha$-particle is ~20 μm, implantation of $\alpha$-particles into the olivines from the matrix is not a feasible source of the measured $^4\text{He}$ during sample fusion.

The reaction $^6\text{Li}(n, \alpha)^3\text{He}$ could be a potential source of nucleogenic $^3\text{He}$ in olivines. Since the olivine grains in the sediments are derived from different flows, and because the flows may have different U and Th abundances, an exact calculation of the nucleogenic $^3\text{He}$ content is not possible. Rather, we decided to calculate an upper limit of the nucleogenic $^3\text{He}$ content. The $[^3\text{He}]_{\text{c}}$ concentrations of mantle derived olivines range from <1 ppm to 10 ppm (Ryan and Langmuir, 1987; Kent and Rossman, 2002) and for our computations we use 10 ppm as the Li abundance in olivines. U and Th concentration in the basalt matrix is assumed to 0.3 ppm and 1 ppm respectively. We assume that no B or Gd is present in the matrix. Since these elements are very efficient neutron absorbers, our calculations provide an upper limit on the amount of nucleogenic $^3\text{He}$ production. Using the methodology developed by Andrews (1985), the nucleogenic $^3\text{He}$ in the olivines would be $2.8 \times 10^6$ at/g after 4.5 Myrs. The calculated nucleogenic $^3\text{He}$ averages 1.5% (range 0.6–6%) of the cosmogenic $[^3\text{He}]_{\text{c}}$ contents. Thus, we conclude that neither radiogenic $^4\text{He}$ nor nucleogenic $^3\text{He}$ are present in the samples at a significant level. This is consistent with previous observations of cosmogenic helium, but not radiogenic or nucleogenic helium in olivines from Kauai (Scarsi, 2000; Mukhopadhyay et al., 2003).

3. Cosmogenic $^3\text{He}$ and constraints on basin-wide erosion rates

Helium concentrations and isotopic ratios are summarized in Table 1. $^3\text{He}/^4\text{He}$ ratios obtained by crushing the olivine grains range from 16.2 to 26.4 $R_\circ$. $^3\text{He}/^4\text{He}$ ratios obtained by fusing the crushed powders range from 24.6 to 105.7 $R_\circ$. For all the 26 aliquots, the fused powders had $^3\text{He}/^4\text{He}$ ratios that were higher than the crush ratios, clearly demonstrating the presence of cosmogenic $^3\text{He}$. $[^3\text{He}]_{\text{c}}$, ranges from $0.43 \pm 0.15 \times 10^6$ to $4.07 \pm 0.34 \times 10^6$ at/g with a weighted average concentration of $1.65 \times 10^6$ at/g. The uncertainty in $[^3\text{He}]_{\text{c}}$ was computed by propagating the uncertainty in $[^3\text{He}]_{\text{magmatic}}$ and $[^3\text{He}]_{\text{melt}}$ through Eq. (1).

The mean $[^3\text{He}]_{\text{c}}$ can be used to estimate an average erosion rate for the Waimea basin. Assuming isotopic steady state, whereby the production of $^3\text{He}$ is balanced by erosional loss, (Lal and Arnold, 1985; Lal, 1991;
Brown et al., 1995a) the average erosion rate across the drainage area (Lal, 1991; Brown et al., 1995b) is given by:

$$
\varepsilon = \frac{AP}{N\lambda}
$$

where $N$ (at/g) is the mean concentration of the cosmogenic nuclide in the river sediment, $P$ (at/g/yr) is the production rate of the cosmogenic nuclide averaged over the entire basin, $\lambda$ (g/cm$^2$) the attenuation length, $\rho$ (g/cm$^3$) the density, and $\varepsilon$ (cm/yr) is the erosion rate.

To calculate the basin-averaged erosion rate, we use a basalt density of 3 g/cm$^3$, an attenuation length of 160 g/cm$^2$ (Kurz, 1986a; Sarda et al., 1993), and a high latitude sea-level production rate of 125 at/g/yr, as scaled from cosmogenic $^3$He measurements in basalts from Hawaii (Kurz et al., 1990). Using a 30m digital elevation map (DEM) of the Waimea basin (http://hawaii.wr.usgs.gov/kauai/data.html), and altitude and latitude scaling factors from Lal (1991), we calculated the $[^3$He]$_c$ production rate of each pixel. The production rate of each pixel was corrected for azimuthally dependent topographic shielding effects using the methodology described by Dunne et al. (1999) and Niemi et al. (2005). The $[^3$He]$_c$ production rate averaged over the entire basin is 175 at/g/yr, which yields an average erosion rate of 0.056 mm/yr.

### Table 1: Cosmogenic He concentration in the 26 aliquots of olivine grains

<table>
<thead>
<tr>
<th>Sample</th>
<th>No. of grains</th>
<th>Crush step</th>
<th>Melt step</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Weight (g)</td>
<td>$(^3$He/$^4$He)$_{crush}$</td>
</tr>
<tr>
<td>KA9-1</td>
<td>32</td>
<td>0.1006</td>
<td>22.1±0.3</td>
</tr>
<tr>
<td>KA9-2</td>
<td>36</td>
<td>0.1036</td>
<td>19.8±0.7</td>
</tr>
<tr>
<td>KA9-3</td>
<td>38</td>
<td>0.1012</td>
<td>21.6±0.7</td>
</tr>
<tr>
<td>KA9-4</td>
<td>30</td>
<td>0.0998</td>
<td>20.8±0.6</td>
</tr>
<tr>
<td>KA9-5</td>
<td>31</td>
<td>0.1034</td>
<td>19.8±0.3</td>
</tr>
<tr>
<td>KA9-6</td>
<td>33</td>
<td>0.1034</td>
<td>19.3±0.8</td>
</tr>
<tr>
<td>KA9-7</td>
<td>31</td>
<td>0.1007</td>
<td>24.5±0.6</td>
</tr>
<tr>
<td>KA9-8</td>
<td>31</td>
<td>0.1003</td>
<td>22.6±0.8</td>
</tr>
<tr>
<td>KA9-9</td>
<td>37</td>
<td>0.1046</td>
<td>20.4±0.6</td>
</tr>
<tr>
<td>KA9-10</td>
<td>36</td>
<td>0.1019</td>
<td>26.4±0.2</td>
</tr>
<tr>
<td>KA9-11</td>
<td>31</td>
<td>0.1018</td>
<td>19.4±0.5</td>
</tr>
<tr>
<td>KA9-12</td>
<td>24</td>
<td>0.1003</td>
<td>17.0±0.5</td>
</tr>
<tr>
<td>KA9-13</td>
<td>31</td>
<td>0.1029</td>
<td>18.7±0.2</td>
</tr>
<tr>
<td>KA9-14</td>
<td>27</td>
<td>0.1024</td>
<td>19.9±1.0</td>
</tr>
<tr>
<td>KA9-15</td>
<td>29</td>
<td>0.1020</td>
<td>19.8±1.0</td>
</tr>
<tr>
<td>KA9-16</td>
<td>26</td>
<td>0.1031</td>
<td>25.9±0.4</td>
</tr>
<tr>
<td>KA9-17</td>
<td>24</td>
<td>0.1015</td>
<td>22.7±0.5</td>
</tr>
<tr>
<td>KA9-18</td>
<td>27</td>
<td>0.1023</td>
<td>23.9±0.5</td>
</tr>
<tr>
<td>KA9-19</td>
<td>25</td>
<td>0.1011</td>
<td>16.2±1.3</td>
</tr>
<tr>
<td>KA9-20</td>
<td>36</td>
<td>0.0996</td>
<td>21.3±1.4</td>
</tr>
<tr>
<td>KA9-21</td>
<td>32</td>
<td>0.1007</td>
<td>21.4±0.7</td>
</tr>
<tr>
<td>KA9-22</td>
<td>38</td>
<td>0.1010</td>
<td>21.7±1.0</td>
</tr>
<tr>
<td>KA9-23</td>
<td>36</td>
<td>0.1006</td>
<td>17.8±1.3</td>
</tr>
<tr>
<td>KA9-24</td>
<td>29</td>
<td>0.1031</td>
<td>20.7±1.8</td>
</tr>
<tr>
<td>KA9-25</td>
<td>39</td>
<td>0.1006</td>
<td>21.1±1.0</td>
</tr>
<tr>
<td>KA9-26</td>
<td>40</td>
<td>0.1025</td>
<td>23.9±0.3</td>
</tr>
</tbody>
</table>

$R_i$ is the $^3$He/$^4$He ratio normalized to the atmospheric ratio of $1.39 \times 10^{-6}$. Reported uncertainties are 1σ and uncertainties in $^3$He/$^4$He ratios and He concentrations were computed from the reproducibility of standards as well as from uncertainties in blank correction. $[^3$He$_c$] is the concentration of cosmogenic $^3$He and uncertainties in $[^3$He$_c$] was computed by propagating uncertainties in $[^3$He$_{magmatic}$ and $[^3$He$_{melt}$] through Eq. (1).

4. Observed frequency distribution and the spatial variability of erosion rates

A large range of $[^3$He$_c$] concentrations is observed in the 26 aliquots of olivine grains (Fig. 2). We ask the question: Can the frequency distribution of $[^3$He$_c$] be consistent with a uniform erosion rate over the entire basin? The production rate of a cosmogenic nuclide increases with altitude, approximately exponentially, and a distribution of $[^3$He$_c$] in individual olivine grains should be expected even if the entire Waimea basin is eroding at a uniform rate of 0.056 mm/yr. However, each of our aliquots averages $[^3$He$_c$] over ~30 grains, and the range of $[^3$He$_c$] among the different aliquots should be significantly less than the parent population of olivine.
grains. Alternatively, the observed frequency distribution could reflect spatial variability in erosion rates over the basin. Hence, to interpret the observed frequency distribution, we generated model frequency distributions of \[^{3}\text{He}_c\] for our sampling site (KA9; Fig. 1) based on assumed erosion functions. We investigated three erosion laws: 1) a uniform erosion rate over the entire basin, 2) erosion rate as a function of local topographic slope, and 3) erosion rate as a function of the local topographic curvature. For all three erosion laws we assume that sediment storage on hillslopes or along the river channel results in negligible buildup of \[^{3}\text{He}_c\], compared to \[^{3}\text{He}_c\] produced \textit{in-situ} in the rock. The modeled \[^{3}\text{He}_c\] frequency distributions are then compared with the observed distributions to place constraints on the erosion rate distribution. Our observed frequency distribution was constructed from \[^{3}\text{He}_c\] measurements on a small number of olivine grains that were sampled stochastically from a larger parent distribution. Hence, to interpret the observed frequency distribution and facilitate meaningful comparisons between the observed and modeled frequency distributions, we need to understand the statistical variability that is to be expected by calculating the mean concentration of 30 olivine grains 26 times. To this end, for each erosion function, the model \[^{3}\text{He}_c\] concentrations were calculated based on 1000 Monte Carlo simulations, which allows us to put confidence intervals on the probability of finding a sample distribution that fits the one observed.

4.1. Frequency distribution model using a constant erosion rate in the drainage area

We first evaluate whether the observed frequency distribution is consistent with the entire Waimea basin eroding at a uniform erosion rate that is equal to the mean erosion rate of 0.056 mm/yr. We used a 30 m digital elevation model (DEM) of the island of Kauai to generate the model erosion rate distribution. The 30 m DEM was selected since tests show that model results are not significantly different between 10 m and 30 m DEMs. We also assume that the olivine grains are uniformly distributed in the bedrock, so that each pixel in the DEM serves as a potential source location (PSL) of a detrital olivine grain. The assumption is based on the fact that flows in the Waimea basin are olivine rich (Mukhopadhyay et al., 2003), individual flow thicknesses are on the order of a 1–5 m, and our DEM resolution is 30 m. The calculation of the model \[^{3}\text{He}_c\] frequency distributions can be broken into three steps. In step one, we calculated \[^{3}\text{He}_c\] in each pixel using a constant erosion rate of 0.056 mm/yr across the basin. The \[^{3}\text{He}_c\] production rate for each pixel was scaled for altitude (Lal, 1991) and topographic shielding (Section 3). In step two, 30 pixels were randomly picked from the DEM and \[^{3}\text{He}_c\] for the pixels were averaged to simulate the \(^{3}\text{He}\) measurement of an aliquot of 30 olivine grains. Since we are assuming a uniform erosion rate, every PSL contributes detrital olivine grains to the sediment budget at the same rate and hence, every pixel has the same probability of being selected. In step three, the process of randomly selecting 30 pixels and averaging \[^{3}\text{He}_c\] was repeated 26 times to simulate the 26 aliquots of \[^{3}\text{He}_c\] measurements.

![Graph](image-url)
The modeled frequency distributions from the numerical simulations are compared with the observed frequency distribution in Fig. 3. It is obvious that assuming a uniform erosion rate over the entire basin results in a very poor fit between the model and observed frequency distribution. In particular, \(^{3}He\), in the model distribution has a well defined mode and does not show either the low or high extremes in \(^{3}He\), measured in the olivine grains. We can, therefore, rule out the possibility that the entire Waimea basin is eroding at a constant rate. The simple forward model presented here indicates that to match the observed frequency distribution the parent population of olivine grains must have a significantly wider distribution of \(^{3}He\), than predicted by a constant erosion rate over the entire basin.

4.2. Frequency distribution model using slope- and curvature-dependent erosion functions

Compared to the case of spatially uniform erosion in the Waimea basin, spatially variable erosion rates can yield a wider range of \(^{3}He\), in the olivine grains sampled at site KA9 (Figs. 1 and 2). If erosion rates are dependent on the topographic slope, or curvature, spatial variability in erosion rates is expected. Previous studies have discussed the form of parameterized erosion rules that relate sediment generation and transport to topographic slope (e.g., Whipple and Tucker, 1999), and curvature (e.g., Fernandes and Dietrich, 1997). Here we explore the consequences of assuming slope- and curvature-dependent sediment generation laws for the distribution of \(^{3}He\), in olivine grains at the KA9 sampling site.

We express the erosion laws as simple power law functions of slope,

\[ e = a \left( \sqrt{\left( \frac{dz}{dx} \right)^2 + \left( \frac{dz}{dy} \right)^2} \right)^b \] 

(4)

or curvature,

\[ e = c \left( \sqrt{\left( \frac{d^2z}{dx^2} \right)^2 + \left( \frac{d^2z}{dy^2} \right)^2} \right)^d \] 

(5)

where \( e \) is the erosion rate of each pixel, \( z \) is the elevation of each pixel, \( a \) and \( c \) are coefficients of erosion, and \( b \) and \( d \) are the power-law exponents that determine how erosion rates scale with topographic gradients. The topographic slope and curvature are computed directly from the DEM. The strategy we used to constrain values for \( a-b \) and \( c-d \) was to assume values for these constants, and test if the modeled \(^{3}He\), frequency distributions generated by assuming either a slope- or curvature-dependent erosion law was a fit to the measured frequency distribution. To generate the model distributions, we first calculate the theoretical \(^{3}He\), expected for each pixel of the DEM using (i) the \(^{3}He\), production rate corrected for topographic shielding (Section 3) and (ii) an erosion rate calculated from assumed values of \( a-b \), or \( c-d \) (Eqs. (4) and (5)). Next, we randomly select 30 pixels from the DEM. However, because we now assume non-uniform erosion rates over the basin, an erosion rate dependent sampling function was introduced in the algorithm, since regions with higher erosion rate contribute more sediment than regions that erode more slowly. The stochastic sampling function weights the probability, \( P \), of selecting a pixel to its erosion rate, \( P(e) = e_i/\sum e_j \) where \( n \) is the total number of pixels in the DEM.

The model frequency distribution, \( N_{mod}(^{3}He_e, c) \), was classified as a good fit to the observed frequency distribution, \( N_{obs}(^{3}He_e, c) \), if the goodness of fit parameter, \( R \), was \( < 0.67 \), and \( R \) is defined as:

\[ R = \frac{\sum_{i=1}^{n} |N_{obs}^i - N_{mod}^i|}{\sum_{i=1}^{n} |N_{obs}^i|} \] 

(6)

where \( n \) is the total number of bins. While the goodness of fit criteria is arbitrary, it accounts for at least a third of the power in the measured frequency distribution, allows for the visualization of the sensitivity of predicted frequency distributions to model parameters, and admits a wide enough range of models to understand the probability of randomly drawing a detrital sample similar to that analyzed here.

Figs. 4 and 5 show the parameter space mapped for the slope \((a-b)\) and curvature \((c-d)\) dependent erosion function, respectively, as well as the probability of obtaining a good fit to the measured frequency distribution for particular values of the slope and curvature coefficients. If sediment generation was slope dependent in the Waimea basin, the probability of obtaining a good fit to the observed frequency distribution is \( > 75\% \) for a restricted range of slope exponents, \( b \), between 2 and 2.5, with a corresponding \( a \) value of \( \sim 0.01 \). Outside of this range of \( a-b \) values, the probability of obtaining a good fit to the observed distribution falls off dramatically. Fig. 4B shows the comparison between the model frequency distribution generated using our best estimate of the values of \( a \) and \( b \), \( a = 0.01 \) and \( b = 2.23 \). These values of \( a \) and \( b \) resulted in the highest percentage of good fits (85%) over the 1000 Monte Carlo simulations and imply erosion rates in the
Waimea basin range from $\sim 0$ to 3.3 mm/yr across the basin, with a mean erosion rate of 0.053 mm/yr. Thus, unlike the case of uniform erosion rate, a slope-dependent erosion function, with a slope exponent of $\sim 2$–2.5 is consistent with the observed frequency distribution. Curvature-dependent sediment generation may also be consistent with our $^3$He measurements from site KA9 (Fig. 5). In this case, good fits to the observed frequency distribution can be obtained for a wide range of $c$ values but only a limited range of the curvature exponent, $d$, at a

Fig. 4. Frequency distribution modeled using a slope-dependent erosion function. A) The range of $a$ and $b$ values explored correspond to the entire scale of the $x$- and $y$-axis. For each run, a synthetic distribution of $[^3\text{He}]_c$ was generated and the distribution was classified as a good fit if it accounted for at least a third of the power in the measured frequency distribution (see text for explanation). The contours represent the percentage of model runs that were classified as a good fit to the observed frequency distribution for a particular value of $a$ and $b$. B) Comparison between the observed frequency distribution (histogram in gray) and the modeled frequency distribution (black dashed line) using our best estimate of $a=0.01$ and $b=2.23$ for Eq. (4). The estimate is based on the largest number of good fits (85%) over the 1000 simulations. The dotted line represents the mean values of each bin from the 1000 Monte Carlo simulations, and the bars represent the corresponding 67% confidence interval.

Fig. 5. Frequency distribution modeled using a curvature-dependent erosion function. A) The range of $c$ and $d$ values explored correspond to the entire scale of the $x$- and $y$-axis. For each pair of $c$ and $d$ values, the model was run a 1000 times. For each run, a synthetic distribution of $[^3\text{He}]_c$ (see text for explanation) was generated and it was classified as a good fit if it accounted for at least a third of the power in the measured frequency distribution (see text for explanation). The contours represent the percentage of model runs that were a good fit to the observed frequency distribution for a particular value of $c$ and $d$. Unlike for the slope-dependent case, the 75% contour is not continuous, but rather occurs as discontinuous areas within the 50% contour. Hence, it is not shown. B) Comparison between the observed frequency distribution (histogram in gray) and the modeled frequency distribution (black dashed line) using our best estimate of $c=70$ and $d=2.14$ for Eq. (5). The estimate is based on the largest number of good fits (85%) over the 1000 simulations. The dotted line represents the mean values of each bin from the 1000 Monte Carlo simulations, and the bars represent the corresponding 67% confidence interval.
given $c$. Reasonable fits to the observed frequency distribution are obtained for values of $d$ between 1.8 and 3.2 but are between 10 and 1000 for the leading coefficient, $c$. The best estimate of $c$ and $d$ are $c=70$ and $d=2.14$ based on the highest probability instance of $85\%$ over the 1000 Monte Carlo simulations. Model distributions generated using these values of $c$ and $d$ are a good match to the measured $[^{3}\text{He}]/[^{4}\text{He}]$ distribution (Fig. 5B), and predict erosion rates in the basin range from $\sim 0$ to $4.2 \text{ mm/yr}$, with a mean erosion rate of $0.055 \text{ mm/yr}$. Compared to the slope-dependent erosion function, a larger range of curvature parameters produce distributions that are a fit to the observed distribution. Hence, if erosion rates are controlled by topographic curvature, constraints on the exact form of the parameterized erosion law are weaker. We note that the trends in the parameter space for the slope- and curvature-dependent erosion functions are opposite, although the distributions of slope and curvature across the basin are not anti-correlated. The anti-correlation results from the power law used (Eqs. (4) and (5)) and the relative magnitudes of the slope and curvature values in the Waimea basin, 0 to 4.65 versus 0 to 0.9 mm$^{-1}$, respectively.

We note that our present modeling of the landscape does not incorporate the effects of olivine dissolution. Lava flows exposed in the Waimea basin show no sign of preferential dissolution of olivines, compared to the matrix. Studies of erosion rates in tropical landscapes with basaltic lithology, such as the Deccan traps suggest that rates of chemical weathering (Dessert et al., 2001; Anderson et al., 2005) are less than, or equal to, rates of physical weathering (Anderson et al., 2005). For example, at Réunion, a hotspot volcano in the tropical Indian Ocean and a close analog to the Hawaiian Islands, rates of chemical erosion are a factor of 10–50 lower than rates of mechanical erosion (Louvat and Allègre, 1997). Furthermore, Anderson et al. (2002) suggest that physical weathering sets the pace for chemical weathering, and physical weathering would dominate over chemical weathering in basins that are bedrock dominated, such as the Waimea basin. Hence, olivine dissolution does not affect the overall results of our work and certainly does not impact the new measurement and modeling techniques presented above.

5. Implications

The cosmogenic $^{3}\text{He}$ measurements indicate an average erosion rate of 0.056 mm/yr. Our estimate of average erosion rate of 0.056 mm/yr for the Waimea basin is comparable to erosion rates from other tropical catchment areas, such as 0.01–0.05 mm/yr in the Deccan traps, and 0.023–0.045 mm/yr in the highlands of Sri Lanka (Hewawasam et al., 2003; von Blanckenburg et al., 2004; Anderson et al., 2005). However, compared to the average precipitation rate of $\sim 100 \text{ cm/yr}$ over the entire Waimea basin, average precipitation rates in the Deccan and in the Sri Lankan highlands are higher by a factor of $\sim 2.5$ and 4 respectively (von Blanckenburg et al., 2004). Thus, while precipitation may be necessary to drive erosion, the magnitude of precipitation exerts only a weak control on erosion rates in catchment areas not affected by tectonic activity, a conclusion consistent with previous studies. Rather, it is possible that rock strength and fracture density exert a larger control on erosion rates (Anderson et al., 2005).

Modeling of erosion rates in the Waimea basin, however, indicates that a uniform erosion rate across the basin does not explain the measured $[^{3}\text{He}]/[^{4}\text{He}]$ in olivine grains. The measured $[^{3}\text{He}]/[^{4}\text{He}]$ distribution can be explained if sediment production rates have a non-linear dependence on local topographic curvature or slope. The importance of topographic gradients in controlling erosion rates has been a subject of active study since Gilbert (1877) postulated that the steepest slopes erode more rapidly. The frequency distribution of $[^{3}\text{He}]/[^{4}\text{He}]$ provides direct observational evidence for this postulate and our modeling allows us to quantify the relationship between topographic gradients and erosion rates. While our current data set does not allow us to distinguish between slope- and curvature-dependent erosion rates, we suggest a test that in future may allow for such distinction. Fig. 6 shows that although erosion rates in the Waimea basin are highly variable for both cases, the spatial pattern of erosion rates is slightly different. This difference in erosion pattern between the two models provides an opportunity to discern between the slope and curvature based models of erosion (Fig. 6C). Because $[^{3}\text{He}]/[^{4}\text{He}]$ is inversely proportional to erosion rate, future $[^{3}\text{He}]/[^{4}\text{He}]$ measurements in bedrock samples from the Canyon walls of the Waimea basin could provide the data to test these hypotheses.

The ridges between the river channels in the Waimea basin are formed by incision into the original basaltic surface with the ridgelines likely representing paleosurfaces (also see Seidl et al., 1994). This paleosurface can be traced across the valleys in the basin and all the way to the west coast of Kauai. Therefore, the total incision in the Waimea basin is limited to $\sim 1400 \text{ m}$. Both slope- and curvature-dependent laws yield large spatial variations in erosion rates in the Waimea basin (Fig. 6) with the steepest regions in the basin eroding at the rate of a few mm/yr, more than an order of magnitude higher than the average erosion rate. Erosion rates of a few mm/yr
are common in tectonically active regions (e.g., Vance et al., 2003) but our analyses suggest that such high rates may also occur in drainage basins from tectonically stable regions, albeit locally. However, erosion rates of 1 mm/yr or higher, which we predict to be present on hillslopes in excess of 70°, cannot be sustained in the Waimea basin over a timescale of 4 Myrs since such rates imply incisions of ≥4 km. Hence, our modeling predicts that regions with high topographic gradients in the Waimea basin are transient features.
We have presented both new techniques for measuring cosmogenic nuclides in river sediments as well as modeling the observed distributions. Our analyses have shown that sediment production does depend on local topographic gradients and the frequency distribution of cosmogenic nuclides in river sediments can be used to constrain the parameterized forms of erosion laws. Parameterized erosion laws map the physical processes of erosion into approximate numerical expressions that are invaluable for modeling of landscape evolution. Such parameterized equations for sediment generation in regions such as the Himalayas, and the Andes, would be especially valuable at investigating the feedback between tectons, climate, and landscape evolution. While numerous mechanisms can account for the incision and evolution of fluvial landscapes, two of the most widely considered are the stream power/shear stress (e.g., Howard, 1994; Whipple and Tucker, 1999), and bedload tools/cover models (Sklar and Dietrich, 2006). Stream power/shear stress dependent erosion models posit that the rate of channel incision is limited by the ability of the channel to incise into its bed at a rate that increases, perhaps non-linearly, with local stream power/shear stress. While these empirically constrained erosion laws have not been derived from first order mechanical principles they have proved to provide accurate descriptions of fluvial topography. The bedload tools/cover class of models is based on the first principles calculation of how sediment abrades (tools effect) and protects (cover effect) the underlying channel bed as it saltates downstream. The tools effect increases with bedload flux until the sediment cover is thick enough to protect, or cover, the channel bed from further incision. Both classes of models can be interpreted in terms of the power–law slope dependence of the slope exponent, \( b \). If the slope exponent is interpreted in terms of a bedload erosion model (Sklar and Dietrich, 2006), it implies that the tools effect is dominant and that sedimentary cover effects are not significant enough to limit erosion of the steepest areas of the Waimea watershed, which we estimate to be the most significant contributors to sediments at our sampling location. For the case of a stream power/shear stress erosion rate law a slope exponent of \( b = 2.3 \) is consistent with a shear stress dependence of \( \tau^{3/2} \), and implies relatively weak dependence on lithology and climatic conditions compared to the linear case (Whipple and Tucker, 1999).

While we have demonstrated the ability to constrain spatial variations in sediment generation rates by measuring \(^3\text{He}\) in small olivine grains (1–3 mm), the technique can be readily adopted for \(^{10}\text{Be}\) measurements on 10–100 quartz grains, ranging in diameter from 5 to 10 mm. The \(^{10}\text{Be}\) measurements could also be made on single quartz-rich clasts. While olivine is found in restricted environments on the Earth’s surface, quartz-rich lithologies are quite common. However, \(^{10}\text{Be}\) measurements cannot be used effectively for detrital quartz grains <2 mm in diameter, since many 1000s of grains would need to be analyzed for a single \(^{10}\text{Be}\) measurement. Averaging the cosmogenic nuclide concentrations over such a large number of grains would lead to loss of information on the spatial distribution of erosion rates. Cosmogenic \(^{21}\text{Ne}\) (\(^{21}\text{Ne}\_\text{c}\)) measurements could be made on a small number of quartz grains, ~40–50 grains with diameters of 1.5–2.0 mm. However, nucleogenic neon in some cases dominates over the cosmogenic component, although chemical leaching and in-vacuo crushing can isolate the cosmogenic component of neon, albeit with varying degree of success (Niedermann et al., 1994; Hetzel et al., 2002). It is clear that additional technique development with \(^{21}\text{Ne}\_\text{c}\) would be necessary to effectively isolate nucleogenic neon from cosmogenic neon before \(^{21}\text{Ne}\_\text{c}\) can be reliably used in detrital quartz grains. Measurements of \([^{3}\text{He}]_\text{c}\) in detrital garnets, or apatite, offers additional minerals that could be utilized for producing frequency distributions of cosmogenic nuclides from river sediments. Obtaining reliable cosmogenic \(^{3}\text{He}\) concentrations from these mineral phases may require their crystallization ages to be relatively young, on the order of few to ten million years, as they may contain nucleogenic \(^{3}\text{He}\). Nevertheless, both garnets and apatites are known to be retentive for \([^{3}\text{He}]_\text{c}\), and these mineral phases have been successfully used in surface exposure dating (Gayer et al., 2004; Farley et al., 2006).

Finally, it is important to note that by constructing a model for cosmogenic nuclide accumulation and sediment generation rates, the measured frequency distribution in detrital olivine grains from a single locality can be used to map erosion rates over the entire basin (Fig. 6). Detailed spatial patterns of erosion rates would
be useful for land management purposes, such as identifying regions that are eroding at high rates and may be susceptible to mass wasting events.

6. Conclusions

We have shown that the frequency distribution of cosmogenic nuclide concentrations in river sediments provides observational constraints on spatial variability of erosion rates within a drainage basin as well as the parameterized form of the erosion laws. Additionally, stochastic sampling of model parameter space allows for the determination of the probability of obtaining a given detrital sample from a predicted parent distribution. Our modeling indicates that for the Waimea basin, a uniform erosion rate is inconsistent with the measured frequency distribution of $^{3}$He. However, both slope and curvature-dependent erosion laws with exponents of $\sim 2$ are consistent with the observed distribution. Although we currently cannot distinguish between slope and curvature-dependent erosion rates, the spatial distributions of erosion are predicted to be distinct for the two laws. Hence, future cosmogenic $^{3}$He measurements in bedrock samples may be able to distinguish between these two parameterized forms of sediment generation rates.

The average erosion rate of the Waimea basin is $\sim 0.05$ mm/yr, similar to erosion rates from comparably sized catchment areas in other tropical areas, such as the highlands of Sri Lanka or the Deccan Traps. The Sri Lankan and Deccan catchments, however, have higher precipitation rates. Thus, the similarity of erosion rates suggests that while precipitation is necessary for fluvial erosion, the magnitude of precipitation exerts a weak control on erosion rates in tectonically inactive regions.
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