A Polar Representation of Motion and Implications for Optical Flow

Yair Adato\textsuperscript{1} \quad Todd Zickler\textsuperscript{2} \quad Ohad Ben-Shahar\textsuperscript{1}

\texttt{adato@cs.bgu.ac.il} \quad \texttt{zickler@seas.harvard.edu} \quad \texttt{ben-shahar@cs.bgu.ac.il}

\textsuperscript{1}Computer Science Department, Ben-Gurion University of The Negev, Beer Sheva, Israel
\textsuperscript{2}Harvard School of Engineering and Applied Sciences, Cambridge, MA, USA

Abstract

We explore a polar representation of optical flow in which each element of the brightness motion field is represented by its magnitude and orientation instead of its Cartesian projections. This seemingly small change in representation provides more direct access to the intrinsic structure of a flow field, and when used with existing variational inference procedures it provides a framework in which regularizers can be intuitively tailored for very different classes of motion. Our evaluations reveal that a flow estimation algorithm that is based on a polar representation can perform as well or better than the state-of-the-art when applied to traditional optical flow problems concerning camera or rigid scene motion, and at the same time, it facilitates both qualitative and quantitative improvements for non-traditional cases such as fluid flows and specular flows, whose structure is very different.

1. Introduction

Understanding motion is important to both human and computational vision systems. To understand scene motion, most computational systems estimate optical flow – the field of apparent velocities of the brightness pattern on the image plane. Since the physical causes of motion can be quite diverse (Fig. 1), inferring optical flow can be a difficult task.

In their seminal study, Horn and Schunck [16] represented the optical flow field using the velocity components in a Cartesian coordinate system:

\[
\text{flow}(x, y) = (u(x, y), v(x, y)) = \left( \frac{dx}{dt}, \frac{dy}{dt} \right).
\]

(1)

Naturally, the representation itself does not determine the flow, for which Horn and Schunck [16] applied their (now classical) constant brightness assumption. However, since this assumption alone does not resolve the flow between consecutive frames due to the aperture problem, additional global constraints are needed to render the optical flow task well-posed. Hence, ever since Horn and Schunck [16], the study of optical flow estimation has focused almost exclusively on the design of proper regularized objective functions whose optimization provides a flow instance in Cartesian representation.

Unfortunately, however, designing objective functions for optical flow is often considered an art and relies primarily on intuition\textsuperscript{1}. Still, progressing over time, this type of exploration has indeed improved flow estimation performance on standard motion flows [3], though less successfully so on non-traditional ones (e.g., see [2, 12]).

This paper aspires to take optical flow estimation research to a different direction. Inspired by Marr’s discussion on the importance of representations [17], we ask whether qualitative improvement in optical flow estimation and objective function design can be achieved by representing our objects of study differently. In particular, we propose representing image velocities in terms of their polar coordinates (magnitude and orientation) instead of their Cartesian ones. As advocated by Marr, we show that this not only “makes certain [flow] properties explicit”, but it also “greatly affects how easy it is to do certain things with it” [17, page 21]. In particular, we show how different

\textsuperscript{1}Notable exceptions include physics-based regularizers for fluids [14] and regularizers learned entirely from training data [19].
classes of motion flow fields exhibit qualitatively different statistical properties in this new representation (as opposed to the Cartesian one), and perhaps more importantly, how switching the representation provides access to a flexible and powerful family of regularizers that both simplify and generalize the design process of objective functions. By adjusting the magnitude and orientation terms differentially, we can create objective functions that lead to good performance not only on traditional (rigid motion) flows, but on more complicated and qualitatively-structured flows such as those induced by fluid motion (Fig. 1b) or specular objects (Fig. 1c).

Finally, we also note that an important property of our approach is the flexibility it offers. Adjustments to the regularizers for different motion classes can be affected by modifying only a few lines of computer code. We show the experimental advantages of this approach using three different datasets: the Middlebury benchmark [3], a specular flow benchmark [2], and synthetic images in the spirit of fluid motion benchmark [15]. To facilitate further scholarly exploration, all our source code is made available for public use via email to the authors.

2. Related work

The optical flow literature is far too extensive and diverse to allow an exhaustive review here. As mentioned above, modern optical flow research began in the early 1980s when Horn and Schunck [16] combined the brightness constancy assumption with a regularizer that expresses a hypothetical piecewise smoothness behavior, i.e., the assumption that the flow’s derivatives are zero almost everywhere. The two assumptions were combined to form a single energy functional

$$E(u, v) = \int_{\Omega} \left( I(x+y, t+1) - I(x, y) \right)^2 + \alpha(|\nabla u|^2 + |\nabla v|^2) \, dx \, dy$$

(2)

where $I(x, y, t)$ is the image intensity at pixel $(x, y) \in \Omega$ in time $t$ and $\alpha$ controls the strength of regularization. With this functional defined, the goal of the computational algorithm is to find the vector field $(u, v)$ that minimizes it, for example by applying the Euler-Lagrange equations or alternative methods (e.g. [7,24,26]). Over the years, optical flow algorithms have also incorporated various enhancements to improve accuracy such as coarse-to-fine strategies to deal with local minima (e.g., [8,18]), median filtering to reduce the noise in the flow (e.g., [20,24]), robust penalty functions to handle outliers (e.g., [5]), and texture decomposition to minimize effects of lightning variations (e.g., [23,24]).

Somewhat surprisingly, an algorithm based on the basic energy function in Eq. 2, combined with modern minimization approaches and other enhancements, can estimate the optical flow of traditional motion sequences (e.g., as in the Middlebury benchmark) fairly accurately [20]. However, the regularization term proposed by Horn and Schunck evaluates to zero only for flows with zero divergence, and for this reason, it is unsuitable for fluids and other non-traditional cases [2,12]. The same is true for alternative regularizers based on differential properties of the flow [21]. Of course, special-purpose regularizations can be designed for these cases, and examples for fluids include approaches that minimize second-order divergence and curl [14,25] or employ the Helmholtz decomposition [13]. However, these methods are often much more difficult to optimize and implement, they are harder to use, and they do not transfer easily to new types of flows.

3. Motivation for representational shift

To the best of our knowledge, all optical flow algorithms represent the flow using Horn and Schunck’s classic Cartesian representation (Eq. 1). However, there are no physical reasons to choose that particular representation of a vector field. In fact, vectors, and vector fields, are more naturally represented by their magnitude and orientation components which indeed carry distinct information and have different significance in the context of motion description. In this paper we therefore suggest to employ a polar representation for optical flows:

$$\text{flow}(x, y) = (m(x, y), \theta(x, y))$$

(3)

The rest of this section is dedicated to justifying this choice more rigorously, before moving on to formulate its application for flow estimation algorithms. We do note that preliminary conceptual advantages of representing optical flow and image gradients in polar coordinates have been briefly discussed by Schunk in the early days of optical flow research [20]. Unfortunately, however, his early remarks have never evolved into more rigorous computational framework, and in particular, to our best knowledge, no optical flow algorithm based on polar representation has ever been suggested.
3.1. Flow’s statistics

Recently, the spatial statistics of optical flow have been investigated and exploited for estimation algorithms by Roth and Black [19]. Here we repeated their study and compared the statistics of various optical flow classes in their Cartesian and polar representations. In particular, we used three different databases of qualitatively different motions. First, we used the Roth and Black [19] synthetic database (thereafter DB-A) that was created from a collection of depth maps of typical scenes. Second, we used the imaging model by Adato et al. [1] and created 200 flows (DB-B) that simulate the observed motions, or specular flows, in scenes containing highly specular (mirror-like) objects. Finally, we used 100 synthetic fluid flows (DB-C) from the FLUId project [15], most of which are characterized by high divergence and turbulence which are common in fluid dynamics. For all flows, we measured the distribution of their spatial derivatives, averaged over all samples within each class.

As is evident from the results in Fig. 2, the differences between classes are far more pronounced in the proposed polar representation. Whereas in the classical Cartesian representation the distributions of the spatial derivatives of the two flow components \((u \text{ and } v)\) share the same statistics in all databases (Fig. 2 - first row), significant differences are revealed when we switch to the polar representation. See, for example, how magnitude and orientation show qualitatively different distribution in DB-C, or how the orientation component in DB-B becomes bimodal\(^2\) as opposed to the frequently encountered long tail behavior in the Cartesian representation.

The differences between classes in the polar representation immediately suggest the use of different regularizations for each class of flows. Since the polar representation reveals significant statistical differences between the two polar coordinates, we conclude that these two components should be treated separately and differently (an insight further strengthened by the very different scales of these coordinates).

Roth and Black [19] also investigated the statistical independence between the spatial derivatives of the horizontal and vertical components of the flow. They obtained empirical joint histograms of derivatives of the flow and the mutual information (MI) between the various derivatives. In the same spirit, here we calculated the MI and the joint histograms of derivatives of the flow represented in polar coordinate using database DB-A. Figure 3 shows that the spatial derivatives of a flow exhibit larger statistical independence when it represented in polar coordinates (compare to the corresponding results in [19]).

\(^2\)Recall that orientation is a periodic function, and hence that the left and right ends of the graph connect.

\[ M I = \begin{array}{cccc}
du/dx & dv/dx & dθ/dx & dθ/dy \\
0.040 & 0.023 & 0.015 & 0.007 
\end{array} \]

In summary, we argue that while certain important aspects of optical flows are concealed in the classical Cartesian representation, they become explicit in the polar representation. This information can be used as prior knowledge for motion estimation by facilitating better energy models and regularizers fit better the class of motions at hand. In the bulk of this paper we study these advantages in greater depth.

3.2. Flexibility of the framework

In addition to providing natural coordinate system and revealing hidden structure, the polar representation has the significant advantage of easily incorporating physical properties of the flow at hand (should these become known in advance) within the common variational framework for flow estimation. For example, consider a case where the flow’s orientation tends to change significantly faster than its magnitude (as is the case in complex fluid flows), or the case when flow magnitude grows rapidly while the orientation remains relatively stable (as is often the case in specular flow). Obviously, better flow estimation in these cases would require treating each of the magnitude and orientation differently. Doing this in the Cartesian representation comes with a price—it is much more complicated to isolate them using the Cartesian \((u, v)\) coordinates. In the polar representation this would be done in a straightforward way, for example by smoothing the first derivative of the first component and the second derivative of the second (see Fig. 5 and 6 and Fig. 7). As we show later, this flexibility is a natural byproduct of the proposed representation.

3.3. Performance evaluation

As already discussed in the literature [2–4], the commonly used angular error (AE) and the end point (EP) measures are problematic in terms of evaluating the performance of flow estimation algorithms. For example, AE is biased toward small flows compared to large flows, i.e., the same orientation error in the estimated flow is played down in the AE measure as the magnitude of the flow increases [3,4]. Moreover, both AE and EP could easily obscure essential aspects of the estimation process, and in particular, two estimated optical flows having similar AE or EP error levels might be qualitatively different [2].
Recently, an alternative approach has been proposed by Adato et al. [2], who argued that the performance of optical flow algorithms should be evaluated based on separate consideration of the orientation (O) and magnitude (M) components of the estimated flow, namely via an Orientation Error (OE) map and a Magnitude Error (ME) map. Each of these two error maps can be further averaged (spatially) to obtain a two dimensional error descriptor (AOE, AME).

Following these arguments, we further observe that performance analysis based on orientation and magnitude become even more meaningful once the estimation process itself is based on the same dimensions, possibly leading to better understanding of the source of errors, and as a result, to better estimation algorithms.

4. A variation framework for Optical flow estimation in polar representation

In this section we develop a general framework for optical flow estimation using the proposed polar representation. First, note that formulating the brightness constancy and a smoothness regularization into an energy functional based on polar representation is quite straight forward:

\[ E(\theta(x,y),m(x,y)) = \int_{\Omega} \psi(I(x + m \cos \theta, y + m \sin \theta, t + 1) - I(x,y,t)) + \alpha_s \psi(|\nabla c|^2, |\nabla s|^2) + \alpha_m \psi(|\nabla m|^2) \, dx \]

where \( \theta(x,y) \) and \( m(x,y) \) are the orientation and magnitude of the flow, respectively, \( \psi \) and \( \psi_m \) are robust penalty functions (which, as suggested above, could be different based on prior statistics), and \( \rho_\theta \) and \( \rho_m \) are differential operators which can be selected for the different terms and components according to the class of flow or application of interest. (For the sake of a simpler exposition, most of our derivations assume \( \rho \) to be a first order derivative, but arbitrary extensions are of course possible.) \( \alpha_\theta \) and \( \alpha_m \) are weight parameters that control the desired regularization strength in the orientation or the magnitude components, a decision that could based on the properties of the estimated flow or the application of interest.

To use Eq. 4 under the polar representation, we realize that \( m \) must be non-negative. To avoid this difficulty we define the following equivalence relation \( \sim \) over the values of \( m \) and \( \theta \):

\[ (m, \theta) \sim \begin{cases} (m, \theta) & m > 0 \\ (-m, \theta + \pi) & m < 0 \end{cases} \]

To avoid the problems due to the periodic nature of \( \theta \), we further re-formulate Eq. 4 by over parameterizing the orientation component. We define

\[ s(x,y) = \sin \theta(x,y) \]

\[ c(x,y) = \cos \theta(x,y) \]

subject to \( s^2 + c^2 = 1 \). \hspace{1cm} (5)

where the constraint \( s^2 + c^2 = 1 \) is referred to as the coherence constraint. Now we can re-write Eq. 4 as a constrained minimization problem

\[ E(c,s,m) = \int_{\Omega} \psi(I(x + mc,y + ms,t + 1) - I(x,y,t)) + \alpha_s \psi(|\nabla c|^2, |\nabla s|^2) + \alpha_m \psi(|\nabla m|^2) \, dx \]

subject to \( s^2 + c^2 = 1 \). \hspace{1cm} (7)

We stress that the coherence constraint is a key component of the minimization problem since it ensures that variables \( s \) and \( c \) become genuine representation of orientation.

To minimize Eq. 7 one can use a Lagrange multiplier \( \lambda \) and solves a true four-parameter \((c, s, m, \lambda)\) minimization problem. While this is possible, in this paper we take a simplified heuristic approach and let \( \lambda \) be a pre-determined parameter (which possibly varies spatially). Of course, doing so comes with a risk. \( \lambda \) values too small will cause a strong deviation from the constraint \( s^2 + c^2 = 1 \). On the other hand, values too high may cause the estimated optical flow to fall into a local minimum far from the desired results.

Naturally, one can reason about “good” values for \( \lambda \). When \( s^2 + c^2 \) is close to 1 the value of \( \lambda \) should be as small as possible to allow the rest of the terms to express themselves more significantly. As the sum of \( s^2 + c^2 \) departs from 1, we would like \( \lambda \) to grow and enforce the coherence constrain more forcefully. Hence, we suggest that \( \lambda \) be a pixel-wise pre-determined parameter that is updated before each iteration of the minimization process to reflect the insights just discussed. We therefore set

\[ \lambda = c(s^2 + c^2 - 1)^2, \] \hspace{1cm} (8)

evaluated at the previous iteration values of \( c \) and \( s \). With this definition we now obtain the following energy functional:

\[ E(c,s,m) = \int_{\Omega} \lambda (s^2 + c^2 - 1)^2 + \psi(I(x + mc,y + ms,t + 1) - I(x,y,t)) + \alpha_s \psi(|\nabla c|^2, |\nabla s|^2) + \alpha_m \psi(|\nabla m|^2) \, dx \]. \hspace{1cm} (9)

With Eq. 9 as our final flow model, our goal is finding a flow \((c, s, m)\) that minimizes the incremental version (using coarse-to-fine approach) of Eq. 9. Conveniently, at this point, we can also take full advantage of the complete library of “enhancements” that the vision community has developed for variational Cartesian formulations.

5. Minimization in polar coordinates

The polar representation raises several issues that one must consider when formalizing the optimization process. As always, to estimate the optical flow one should find the minimizer \((c, s, m)\) of the (incremental version of the) energy functional in Eq. 9. To represent the corresponding Euler-Lagrange equations more clearly we employ the following notations (similar to Brox et al. [7]):

\[ I_x \triangleq \partial_x I(x + mc, y + ms, t + 1), \quad \forall x, y \]

\[ I_x \triangleq I(x + mc, y + ms, t + 1) - I(x,y,t) \]

\[ \psi_d \triangleq \psi'(|\nabla c|^2, |\nabla s|^2) \]

\[ \psi'_{cs} \triangleq \psi'(|\nabla c|^2, |\nabla s|^2) \]

\[ \psi'_{m} \triangleq \psi'(|\nabla m|^2) \]
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where $I_x$ is the derivative in the direction of the flow. With these notations, the necessary (Euler-Lagrange) conditions for the minimization of Eq. 9 become

$$
\begin{align*}
\psi_d^2 I_x I_x + \lambda c (c^2 + s^2 - 1) &= \alpha_0 \text{div}(\psi_{s}^2 \nabla c) \\
\psi_d^2 m I_x I_x + \lambda s (c^2 + s^2 - 1) &= \alpha_0 \text{div}(\psi_{s}^2 \nabla s) \\
\psi_d^2 I_x (c I_x + s I_y) &= \alpha_m \text{div}(\psi_{m}^2 \nabla m) \\
\end{align*}
$$

Clearly, Eq. 10 is a highly non-linear system. To linearize it we employ a coarse-to-fine strategy by building an image pyramid where in each level the incremental $dc$, $ds$ and $dm$ are calculated. The Taylor expansions (where $k$ is pyramid level) for this case become

$$
\begin{align*}
I^{k+1} &= I^{k} + I^{k}_{dc}(dc)^{k} + I^{k}_{ds}(ds)^{k} \\
&= I^{k} + I^{k}_{dc}(cdm + mdc)^{k} + I^{k}_{ds}(sdm + mds)^{k} \\
\end{align*}
$$

The second order derivatives can be either ignored or resolved using fixed point iteration, and in our present implementation we ignore it. Representing the linear expressions in matrix form, we obtain the following sparse system:

$$
A \begin{pmatrix} dc \\ ds \\ dm \end{pmatrix} = - \begin{pmatrix} \psi_d^2 I_x I_x + \lambda (c^2 + cs^2 - c) + O(d^2) \\ \psi_d^2 m I_x I_x + \lambda (cs^2 + s^3 - s) + O(d^2) \\ \psi_d^2 I_x (c I_x + s I_y) + \lambda (cs + s^2 - s) + O(d^2) \end{pmatrix}
$$

where $A$ is

$$
A \triangleq D^T D + \lambda \begin{pmatrix} 3c^2 + s^2 & 2cs & 0 \\ 2cs & 3s^2 + c^2 & 0 \\ 0 & 0 & 0 \end{pmatrix} \begin{pmatrix} \alpha_0 & \text{div} \psi_{s}^2 \nabla (s + ds) \\ \alpha_0 & \text{div} \psi_{s}^2 \nabla (c + dc) \\ \alpha_m & \text{div} \psi_{m}^2 \nabla (m + dm) \end{pmatrix},
$$

$D = \psi_d^2(I_x m, I_y m, I_x c + I_y s)$, and $\lambda = \epsilon (s^2 + c^2 - 1)^2$. As before, $\alpha_0$ and $\alpha_m$ are the smoothness parameters of the orientation and magnitude, respectively. Interestingly, the three parts of matrix $A$ correspond to the data, coherence, and smoothness terms. The system itself can be solved using standard solvers such as successive over-relaxation (SOR).

Unlike previous optical flow algorithms, the optimization procedure cannot be initialized at zero. In polar coordinates, points specified by $c = s = 0$ are not well defined, they are unstable for numerical purposes, and they do not satisfy coherence constraint. Hence, we initialize by $c = s = \sqrt{2}/2$.

Importantly, since the orientation is periodic, the interpolation between pyramid levels should be implemented with care. For examples, cubic interpolation can not be used in a naive way because otherwise the absolute value of $c$ and $s$ may exceed one. Similarly, the median filtering (which is known as a crucial tool in many optical flow algorithm [20]) must be extended to circular functions, a topic we consider important future work. Finally, as mentioned above, the interpretation of magnitude subject to the equivalence relation in Eq. 5, which compensates for negative values, must be applied.

As we argue, although the numerical results are non-trivial, the proposed framework and the polar representation hold much promise for optical flow estimation. As we show in the next section, even without rigorous handling of some of these issues, the results of our suggested approach are at least as good as the state-of-the-art on traditional optical flows, and they exceed it both qualitatively and quantitatively for non-traditional optical flows such as those induced by specular scenes or fluid motions.

### 6. Applications and results

In order to explore the potential of the suggested framework, an algorithm based on the new representation was implemented and compared to the state-of-the-art in optical flow algorithms [10, 20]. As mentioned above, we focused on three different types of flows, and used three flow databases of different characteristics:

1. **DB-A**: The Middlebury optical flow benchmark [3].
2. **DB-B**: The Ben-Gurion University specular flow database [2].
3. **DB-C**: Our own set of synthetic images rendered from fluid flow vector field in the spirit of the FLUID project [15].

As we shall see, the suggested method based on the polar representation performs as well or better than the state-of-the-art optical flow algorithms in all of the three benchmarks.

#### 6.1. Performance on traditional optical flows

Among these three datasets, the Middlebury database is the most popular and focuses on relatively traditional scenes while avoiding specularities, transparencies, or non-rigid moving objects. Hence, the observed motion fields follow the piecewise smoothness assumption and exhibit no outstanding velocities, structural singularities (except for line discontinuities due to occlusions), turbulence, or chaotic regions. Since our goal was to explore what are the possible benefits (if any) of the polar representation, we compared our suggested method to the state-of-the-art implementation by Sun et al. [20], while using their very own optimization approach, median filtering heuristic, and texture decomposition for our method as well. This comparison is summarized in Table 1 in the **Classic NL and Polar Rep. NL** rows. For the sake of comparison we also bring the results from another public domain implementation of state-of-the-art optical flow algorithm due to the gpud4vision group [10], although we note that their objective function and optimization techniques are different from ours, making it difficult to isolate the effect of flow representation in the comparative performance measures.
The results of the seven Middlebury public ground truth sequences are displayed in Table 1. In each box the errors were calculated in two ways – first by the average orientation and magnitude error pair (top of each entry), and then by the standard end point error. Note that the polar based algorithm performs as well as the equivalent algorithms when applied to these traditional motion scenes.

### 6.2. Performance on specular flows

Motion estimation from image sequences of scenes with highly specular (mirror like) objects provides optical flows with unique properties. The accurate estimation of this “specular flow” is essential for various computational vision tasks such as specular shape inference [1, 9] or 3D posing [11]. This inference task, however, is much more challenging than the estimation of traditional optical flow, since the flow’s magnitude grows very large (and even unbounded) in certain regions, even if the physical motion in the scene is very small. Moreover, it incorporates several unique structural singularities at the projection of parabolic lines [2, 22].

To the best of our knowledge, the recent work by Adato et al. [2] is the first and only attempt to handle specular flows more robustly (under the Cartesian representation, of course). In that work it was argued that all optical flow algorithms fail to estimate this class of flows because the common regularization that all algorithms share is improper in the presence of parabolic singularities and large magnitude. Indeed, in the presence of such singularities, virtually all optical flow algorithms exhibit severe errors in the flow magnitude and significant distortions in the inferred orientation structure. Adato et al. [2] suggested to fix these problems with a new regularization term for the parabolic regions, assuming one can locate those areas beforehand (or estimate their location during the optimization process if enough frames are provided). However, as their results show, this solution is still short of estimating large magnitude flows and its results are still insufficient for subsequent visual tasks that require accurate specular flows.

The added complexity in specular flows makes this class of flows a natural candidate for testing the possible advantages of our new polar framework. Furthermore, a database of specular scenes sequences with their ground truth flows is publically available [2]. Hence, we repeated the type of test described for DB-A but with the specular flow data from DB-B. We do note that this type of flows requires additional care in the evaluation of performance. As discussed in Adato et al. [2], since specular flows can grow unbounded, most error metrics might report errors of infinite size, which make little sense by way of comparison or performance evaluation. Instead, we follow their mapping of the magnitude error to a finite interval using the Geman-McClure function [6].

Using the very same functional (Eq. 9) and minimization process as used for traditional flows in DB-A, the results of our polar-based estimation on specular flows are depicted in Fig. 5 and Fig. 6 second row, and immediately show better performance. The suggested algorithm estimates the flow significantly more accurately than the state-of-the-art optical flow algorithm [20], especially in the magnitude components. Compare, for example, the ground truth in Fig. 4 to Fig. 5.

However, it is also evident that using the basic polar-based optimization (Fig. 5 and Fig. 6) does not provide accurate results, in particular because in specular flows the gradient of the magnitude component is not close to zero, in contrast to the requirement of the model (see Eq. 2 and Eq. 9). At this point comes the second advantage of our framework – the flexibility to apply more appropriate regularizations according to the physical properties of the flows of interest in the magnitude and orientation domains. Here, for example, we can smooth the flow’s orientation using a first derivatives $\nabla c$ and $\nabla c$ (to obtain deep smoothing) while regularizing its magnitude using the second derivative $\Delta m$ (which would permit more variations in this component). In other words, for specular flows we propose to minimize

$$E(c, s, m) = \int_{\Omega} \lambda (s^2 + c^2 - 1)^2 + \psi (I(x + mc, y + ms, t + 1) - I(x, y, t)) + \alpha_s \psi (|\nabla c|^2, |\nabla s|^2) + \alpha_m \psi (|\Delta m|^2) \, dx,$$  \hspace{1cm} (12)

which requires modifying a single line of code from the implementation of the previous functional.

The results of this minimization process are shown in the third rows of Figs. 5 and Fig. 6 and illustrate how the estimation of both the magnitude and orientation improved significantly. Importantly, we emphasize that there are no
obvious equivalent regularizers in the Cartesian representation. Clearly, it seems meaningless to apply different regularizations to the different Cartesian components, and applying it to both coordinate functions has a different meaning altogether. Indeed, to achieve the same effect one must resort to more complex Cartesian expressions, which likely to complicate the minimization process as well.

6.3. Performance on fluid flows

When one examines optical flows due to complex fluid motion, image sequences along with their corresponding ground-truth motion are hard to obtain. Thus, to systematically study the utility of a polar representation in this domain, we synthetically rendered images, as done in the FLUid project [15]. However, while doing so we preferred motions with physical interpretation and therefore we used motion that represents air currents over North America (Fig. 1b).

Given the properties of the flow in question (i.e., relatively large and smooth variations in orientation with comparatively smaller variations in magnitude), for this task we optimized

\[
E(c, s, m) = \int_{\Omega} \lambda (s^2 + c^2 - 1)^2 + \psi(I(x + mc, y + ms, t + 1) - I(x, y, t)) + \alpha_\theta \psi(|\Delta c|^2, |\Delta s|^2) + \alpha_m \psi(|\nabla m|^2) \, dx .
\]

Once again, we compared the results of the suggested algorithm to the one proposed by Sun et al. [20] and show the results in Fig. 7.

As the results show, the polar representation offers significantly better performance. Importantly, this was achieved without considering any of the physics behind fluid dynamics (e.g., Navier-Stokes equations) or the effect of fluid diffusion that frequently violates the brightness constancy assumption. Still, merely changing the representation and acting directly on the orientation and magnitude components improves performance qualitatively while using intuitive regularization terms with standard techniques from the traditional optical flow literature.

7. Conclusion

In this work we study optical flow estimation using polar representation of motion. We show that this representation reveals statistical structure that otherwise is concealed in the Cartesian representation. Furthermore, the flow’s components seems to be more statistically independent when polar representation is employed. We then demonstrate the flexibility that one can gain when designing a motion estimation algorithm using polar representation. Lastly, we show how the performance compares well with state-of-the-art optical flow algorithms on traditional optical flows, and exceeds...
them on more complex flows such as specular flows of those induced by fluid motion. While much work remains to fully understand this new framework (e.g., how one handles certain filtering or interpolation operations in the cyclic orientation space), we believe that this research direction holds much promise for optical flow estimation in general.

Acknowledgments

This work was funded in part by the US Air Force European Office of Aerospace Research and Development grant number FA8655-09-1-3016, the Israel Science Foundation under grant No. 1245/08, the US National Science Foundation under grant IIS-0712956, and the European Commission in the 7th Framework Programme (CROPS GA no 246252). We also thank the generous support of the Frankel Fund and the Paul Ivanier Robotics Center at Ben-Gurion University.

References