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A three-way decomposition of a total effect into direct, indirect, and interactive effects

Abstract

Recent theory in causal inference has provided concepts for mediation analysis and effect decomposition which allows one to decompose a total effect into a direct and an indirect effect. Here it is shown that what is often taken as an indirect effect can in fact be further decomposed into a "pure" indirect effect and a mediated interactive effect, thus yielding a three-way decomposition of a total effect into a direct, an indirect and an interactive effect. This three-way decomposition applies to difference scales and also to additive ratio scales and additive hazard scales. Assumptions needed for the identification of each of these three effects are discussed and simple formulae are given for each of these three effects when regression models, allowing for interaction, are employed. The three-way decomposition is illustrated by examples from genetic and perinatal epidemiology and discussion is given to what is gained over the traditional two-way decomposition into simply a direct and an indirect effect.

Introduction

There has been considerable interest in methodology for mediation analysis and effect decomposition of a total effect into direct and indirect effects. The recent causal inference literature has allowed for such effect decomposition even in the presence of interactions and in non-linear models.\textsuperscript{1–13} The counterfactual quantities used to define these direct and indirect effects accommodated interaction, even at the individual level.\textsuperscript{1,2} However the presence of such interaction led to more than one way to decompose the total effect into a direct effect and indirect effect, depending precisely on how the interaction was accounted for.\textsuperscript{1,14} In this paper, it is shown that a further decomposition is possible: one can decompose a total effect into a direct effect, an indirect effect and an interactive effect. This further decomposition makes clearer the role of interaction when questions of mediation and pathways are of interest.
The paper is structured as follows. We first review definitions for natural direct and indirect effects and discuss issues concerning accounting for interaction in these decompositions. We then consider a difference scale and give a new three-way decomposition at the individual counterfactual level of a total effect into direct effect, indirect effect, and interactive components. Following this, we show how a similar decomposition can be achieved for ratio scales. We then illustrate how this 3-way decomposition can be carried out using simple regression models and in the following section we revisit two mediation analysis data examples in which direct and indirect effect were estimated and we carry out the 3-way effect decomposition in these settings. We close with discussion of the implications of the results in this paper for our understanding of pathways and mediation.

**Natural Direct and Indirect Effects**

Let $A$ denote the exposure of interest, $Y$ the outcome, and $M$ a potential mediator, and let $C$ denote a set of baseline covariates. We let $Y_a$ and $M_a$ denote respectively the values of the outcome and mediator that would have been observed had the exposure $A$ been set to level $a$; let $Y_{am}$ denote the value of the outcome that would have been observed had $A$ been set to level $a$, and $M$ to $m$. Suppose we compare two levels of the exposure, $a$ and $a^*$; for binary exposure we would have $a = 1$ and $a^* = 0$. The controlled direct effect, comparing exposure level $A = a$ to $A = a^*$ and fixing the mediator to level $m$ is defined by $Y_{am} - Y_{a^*m}$ and captures the effect of exposure $A$ on outcome $Y$, intervening to fix $M$ to $m$; it may be different for different levels of $m$.\(^1\)\(^2\) It may also be different for different individuals. The natural direct effect\(^1\)\(^2\) is defined as $Y_{aM_{a^*}} - Y_{a^*M_{a^*}}$, and differs from controlled direct effects in that the intermediate $M$ is set to the level $M_{a^*}$, the level that it would have naturally been under some reference condition for the exposure, $A = a^*$. Similarly, the natural indirect effect, can be defined as $Y_{aM_a} - Y_{aM_{a^*}}$, which compares the effect of the mediator at levels $M_a$ and $M_{a^*}$ on the outcome when exposure is set to $A = a$. For the natural indirect effect to be non-zero, the exposure would have to change the mediator and that change in the
mediator would have to change the outcome; natural indirect effects thus capture formally our notion of mediation. Defined thus, for a binary exposure these three effects would be: \( Y_{1m} - Y_{0m} \) for the controlled direct effect; \( Y_{1M_0} - Y_{0M_0} \) for the natural direct effect; and \( Y_{1M_1} - Y_{1M_0} \) for the natural indirect effect. Natural direct and indirect effects have the property that a total effect, \( Y_1 - Y_0 \), decomposes into a natural direct and indirect effect:

\[
Y_1 - Y_0 = Y_{1M_1} - Y_{0M_0} = (Y_{1M_1} - Y_{1M_0}) + (Y_{1M_0} - Y_{0M_0});
\]

the decomposition holds even when there are interactions and non-linearities.

Because the direct and indirect effects above are counterfactual quantities we in general will not be able to compute these for any individual in the population, but under certain assumptions, we might hope to be able to estimate them on average. The expected valued of three effects, conditional on the covariates \( C = c \), are defined by:

\[
E[Y_{1m} - Y_{0m}|c],
\]

\[
E[Y_{1M_0} - Y_{0M_0}|c],
\]

and

\[
E[Y_{1M_1} - Y_{1M_0}|c]
\]

respectively. Under certain no-confounding assumptions, these average controlled direct effect, natural direct effect and natural indirect effect, conditional on the covariates, are identified by the data. For causal diagrams interpreted as non-parametric structural equation models\textsuperscript{15}, the following four assumptions suffice to identify natural direct and indirect effects from data\textsuperscript{2}: (i) the effect the exposure \( A \) on the outcome \( Y \) is unconfounded conditional on \( C \); (ii) the effect the mediator \( M \) on the outcome \( Y \) is unconfounded conditional on \( C \); (iii) the effect the exposure \( A \) on the mediator \( M \) is unconfounded conditional on \( C \); and (iv) there is no effect of the exposure that itself confounds the mediator-outcome relationship. If we let \( X \perp Y | Z \) denote that \( X \) is independent of \( Y \) conditional on \( Z \) then these four assumptions stated formally in terms of counterfactual independence, are:

(i) \( Y_{am} \perp A | C \), (ii) \( Y_{am} \perp M | \{A, C\} \), (iii) \( M_a \perp A | C \), (iv) \( Y_{am} \perp M_a | C \).

Average controlled direct effects conditional on \( C \), are identified by assumptions (i) and (ii) alone; natural direct and indirect effects are identified by assumptions (i)-(iv). Some additional technical conditions referred to as consistency and composition are also needed to relate the observed data to counterfactual quantities. The consistency assumption in this context is that when \( A = a \), the counterfactual outcomes \( Y_a \) and \( M_a \) are, respectively, equal
to the observed outcomes $Y$ and $M$, and that when $A = a$ and $M = m$, the counterfactual outcome $Y_{am}$ is equal to $Y$. The composition assumption is that $Y_a = Y_{aM_a}$. Further discussion of these assumptions is given elsewhere.\textsuperscript{4,16} Note that assumption (iv) requires that there is no effect of the exposure that itself confounds the mediator-outcome relationship. This would hold in Figure 1 but would be violated in Figure 2.

Avin et al.\textsuperscript{17} have shown that natural direct and indirect effects are not identified from data in Figure 2 or whenever there is a variable (such as $L$) that is affected by exposure that in turn confounds the mediator-outcome relationship, irrespective of whether data is available on this exposure-induced confounder or not.

The natural direct and indirect effects defined above are referred to by Robins and Greenland\textsuperscript{1} as "pure direct effects" and "total indirect effects" respectively. Robins and Greenland use the terminology "pure" and "total" because there are different ways of decomposing an overall effect into direct and indirect effects component. Above, we decomposed the overall or total effect as follows: $Y_1 - Y_0 = Y_{1M_1} - Y_{0M_0} = (Y_{1M_1} - Y_{1M_0}) + (Y_{1M_0} - Y_{0M_0})$. For the natural direct effect, $Y_{1M_0} - Y_{0M_0}$, we compared average outcomes under exposure versus no exposure, in both cases setting the mediator to what it would have been in the absence of exposure. We might instead compare exposure to no exposure, now in both cases setting the mediator to what it would have been in the presence of exposure. This would be the counterfactual contrast $Y_{1M_1} - Y_{0M_1}$. Likewise in the decomposition above, for the natural indirect effect, $Y_{1M_1} - Y_{1M_0}$, we compared average outcome when exposure is set to present and the mediator is set to the level it would have been with versus without exposure. We might instead compare average outcome when exposure is set to absent and the mediator is set to the level it would have been with versus without exposure. This would be the counterfactual contrast $Y_{0M_1} - Y_{0M_0}$. Robins and Greenland refer to $Y_{1M_1} - Y_{0M_1}$ as the "total direct effect" and $Y_{1M_1} - Y_{1M_0}$ as the "pure indirect effect", in contrast to the "pure direct effect" and "total indirect effect" considered above. We also then have an alternative effect decomposition of an overall effect: $Y_1 - Y_0 = (Y_{1M_1} - Y_{0M_1}) + (Y_{0M_1} - Y_{0M_0})$. We
can thus decompose an overall, $Y_1 - Y_0$, either into a total indirect effect and a pure direct effect, $(Y_{1M_1} - Y_{1M_0}) + (Y_{1M_0} - Y_{0M_0})$, or into a total direct effect and a pure indirect effect, $(Y_{1M_1} - Y_{0M_1}) + (Y_{0M_1} - Y_{0M_0})$.

The "pure" and "total" terminology used by Robins and Greenland essentially arises from different ways of accounting for an interaction. When we decompose an overall or total effect into a pure direct effect and a total indirect effect, the indirect effect "picks up" the interaction; the "pure" in "pure direct effect" effectively indicates that the direct effect does not pick up the interaction. When we decompose an overall effect into a total direct effect and a pure indirect effect, the direct effect picks up the interaction; the "pure" in "pure indirect effect" effectively indicates that the indirect effect does not pick up the interaction. We thus have two different decompositions depending on how we account for the interaction. Traditionally the decomposition has been into the pure direct effect and the total indirect effect. This was arguably in part because of historical reasons as this decomposition was the one initially suggested by Pearl; however, under certain ‘monotonicity’ assumptions, the total indirect effect, in contrast to the pure indirect effect, would also give more evidence for the actual operation, rather than just the presence, of mediating mechanisms. Nonetheless, two decompositions remain and there is some level of arbitrariness or ambiguity in choosing between them. This ambiguity of the choice between the two essentially arises from different ways of accounting for interaction. In the next section, we show that this ambiguity can be eliminated by a three-way decomposition of a total effect into three components: (i) a pure direct effect, (ii) pure indirect effect, and (iii) an interactive effect.

**A Three-way Decomposition of a Total Effect into Direct, Indirect and Interactive Effects**

For simplicity we will consider the setting of a binary exposure and binary mediator. A more general decomposition for categorical or continuous exposure and mediator is given in the appendix. For binary exposure $A$, binary mediator $M$ and outcome $Y$, we show in the
Appendix that we have the following decomposition:

\[
Y_1 - Y_0 = (Y_{1M_0} - Y_{0M_0}) + (Y_{0M_1} - Y_{0M_0}) + (Y_{11} - Y_{10} - Y_{01} + Y_{00})(M_1 - M_0).
\] (1)

The first term in this decomposition is the pure direct effect considered in the previous section. The second term in this decomposition is the pure indirect effect considered in the previous section. The third term in this decomposition, \((Y_{11} - Y_{10} - Y_{01} + Y_{00})(M_1 - M_0)\), is the product of an interaction between the exposure and the mediator on the outcome, \((Y_{11} - Y_{10} - Y_{01} + Y_{00})\), and the effect of the exposure on the mediator, \((M_1 - M_0)\). This interactive effect will be non-zero if and only if it is both the case that the exposure has some effect on the mediator, \((M_1 - M_0) \neq 0\), and if the interaction contrast, \((Y_{11} - Y_{10} - Y_{01} + Y_{00})\), is non-zero. We might thus refer to this interactive effect as a "mediated interactive effect".

The contrast \((Y_{11} - Y_{10} - Y_{01} + Y_{00})\) is a counterfactual measure of additive interaction. It is considered in more detail elsewhere.\(^{20-23}\) It can be rewritten as \((Y_{11} - Y_{00}) - \{(Y_{10} - Y_{00}) + (Y_{01} - Y_{00})\}\). It will be non-zero for an individual if the effect on the outcome of setting both the exposure and the mediator to present differs from the sum of the effects of having only one of the exposure or the mediator to present. In the appendix, it is shown that this mediated interactive effect is equal to the difference between the total indirect effect and the pure indirect effect, \((Y_{1M_1} - Y_{1M_0}) - (Y_{0M_1} - Y_{0M_0})\); the mediated interactive effect is also equal to the difference between the total direct effect and the pure direct effect. The three-way decomposition above, and the mediated interactive effect essentially resolves the ambiguity above concerning the choice between decomposition into a pure direct and total indirect effect, or a total direct and pure indirect effect. The ambiguity was created by different ways of accounting for interaction. Instead of specifically assigning such interaction to either the direct effect or the indirect effect we can simply account for it separately.

The decomposition above in (1) applies at the individual counterfactual level. We have considered average direct and indirect effects conditional on the covariates above. The av-
average interactive mediation effect conditional on covariates $C = c$, could likewise be defined as: $E[(Y_{11} - Y_{10} - Y_{01} + Y_{00})(M_1 - M_0)|c]$. Under the assumptions (i)-(iv) above (specifically, $Y_{am} \prod M_{a*}|C$), we can give a somewhat similar decomposition for the average effect conditional on $C$:

$$E[Y_1 - Y_0|c] = E[Y_{1M_0} - Y_{0M_0}|c] + E[Y_{0M_1} - Y_{0M_0}|c] + E[Y_{11} - Y_{10} - Y_{01} + Y_{00}|c]E[M_1 - M_0|c].$$

(2)

The first expression in the decomposition is the average pure direct effect conditional on the covariates $C$. The second term in this decomposition is the average pure indirect effect considered conditional on the covariates $C$. The third term in the decomposition is the product of the average causal interaction conditional on covariates $C$, $E[Y_{11} - Y_{10} - Y_{01} + Y_{00}|c]$, and the average effect of the exposure on the mediator conditional on covariates $C$, $E[M_1 - M_0|c]$. As shown in the Appendix, what assumption (iv) essentially gives us here is that the average "mediated interactive effect" is simply equal to the product of the average additive interaction and the average effect of the exposure on the mediator i.e. $E[(Y_{11} - Y_{10} - Y_{01} + Y_{00})(M_1 - M_0)|c] = E[Y_{11} - Y_{10} - Y_{01} + Y_{00}|c]E[M_1 - M_0|c]$.

In the Appendix it is also shown that under assumptions (i)-(iv) the average pure direct effect, pure indirect effect, and mediated interactive effect, conditional on covariates $C = c$ are identified from data by the following empirical expressions:

$$E[Y_{1M_0} - Y_{0M_0}|c] = \sum_m \{E[Y|A = 1, m, c] - E[Y|A = 0, m, c]\}P(m|A = 0, c)$$

$$E[Y_{0M_1} - Y_{0M_0}|c] = \sum_m E[Y|A = 0, m, c]\{P(m|A = 1, c) - P(m|A = 0, c)\}.$$

$$E[(Y_{11} - Y_{10} - Y_{01} + Y_{00})(M_1 - M_0)|c] = \{E[Y|A = 1, M = 1, c] - E[Y|A = 1, M = 0, c] - E[Y|A = 0, M = 1, c] + E[Y|A = 0, M = 0, c]\}$$

$$\times \{E[M|A = 1, c] - E[M|A = 0, c]\}.$$  

(3)

In a subsequent section we will illustrate the estimation of these three effects using regression
models.

It was noted above that when using a two-way decomposition of a total effect into a
direct and an indirect effect there was ambiguity in how this was done and in the manner in
which interaction was accounted for. The total effect could be decomposed into the sum of
a total indirect effect and a pure direct effect or into a pure indirect effect and a total direct
effect. The three-way decomposition arguably lends support to the approach of using the
total indirect effect and the pure direct effect. This is because the total indirect effect is itself
composed of the pure indirect effect and a mediated interaction. If the indirect effect that we
use in a two-way decomposition of a total effect into direct and indirect effects is to capture
the entirety of the effect that is in some sense mediated then it arguably ought to include the
mediated interaction as well. Fortunately, it is the decomposition of a total effect into a total
indirect effect and a pure direct effect that has most often been employed in practice and in
software and, as noted above, there are other theoretical arguments for sometimes preferring
this particular decomposition. However, once again, with the 3-way decomposition, one
need not decide between alternative two-way decompositions and alternative approaches to
accounting for interaction. The mediated interactive effect can be left as its own component
in the decomposition.

A Three-way Decomposition on the Ratio Scale

Thus far we have been considering the definition of these direct, indirect and interaction
effects on a difference scale. Often in epidemiology risk ratios or odds ratios are used for
convenience, or ease of interpretation, or to account for study design. Direct and indirect
effect have also been considered on risk ratio and odds ratio scales. For example we could
define the conditional total effect risk ratio by \( RR_{TE} = E[Y_1|c]/E[Y_0|c] \). We could likewise
define the pure direct effect risk ratio by \( RR_{DE} = E[Y_{1M_0}|c]/E[Y_{0M_0}|c] \) and the pure indirect
effect risk ratio by \( RR_{IE} = E[Y_{0M_1}|c]/E[Y_{0M_0}|c] \). As shown in the eAppendix we then have
the following decomposition for the excess relative risks:

\[
(RR_T^{TE} - 1) = (RR_D^{DE} - 1) + (RR_I^{IE} - 1) + \left( \frac{E[Y_{1M_1}|c]}{E[Y_{0M_0}|c]} - \frac{E[Y_{1M_0}|c]}{E[Y_{0M_0}|c]} - \frac{E[Y_{0M_1}|c]}{E[Y_{0M_0}|c]} + 1 \right) \tag{4}
\]

On the left hand side of this equation, the term \((RR_T^{TE} - 1)\) is the excess relative risk for the total effect. On the right hand side of the equation, we have a 3-way decomposition. The first term in this decomposition is the excess relative risk for the pure direct effect, the second term is the excess relative risk for the pure indirect effect, and the final term could be interpreted as a measure of mediated excess relative risk due to interaction. We will refer to this quantity as \(RERI_{mediated}\). When using a ratio scale, epidemiologists will sometimes use a quantity called the "relative excess risk due to interaction"\textsuperscript{24} or the "interaction contrast ratio"\textsuperscript{20}. The causal relative excess risk due to interaction if \(M\) were binary would be defined as:

\[
RERI_{causal} = \frac{E[Y_{11}|c]}{E[Y_{00}|c]} - \frac{E[Y_{10}|c]}{E[Y_{00}|c]} - \frac{E[Y_{01}|c]}{E[Y_{00}|c]} + 1. \tag{5}
\]

It assesses whether there is additive interaction but does so using ratios. The mediated relative excess risk due to interaction in (4) is analogous to the regular causal relative excess risk due to interaction in (5) but with replacing \(m = 1\) and \(m = 0\) in (5) with \(M_1\) and \(M_0\), respectively, in (4).

In fact under assumption (iv), \(RERI_{mediated}\) is equal to \(RERI_{causal}\) times a scaling factor:

\[
RERI_{mediated} = \phi \times RERI_{causal}
\]

where \(\phi\) is given by \(\phi = E[M_1 - M_0|c]E[Y_{00}|c]/E[Y_{0M_0}|c]\).

In any case, analogous to the decomposition for the total effect defined on a difference scale, we can decompose the excess relative risk for a total effect into the sum of the excess relative risk for the pure direct effect, the excess relative risk for the pure indirect effect, and
the mediated relative excess risk due to interaction:

\[ (RR_{e}^{TE} - 1) = (RR_{e}^{DE} - 1) + (RR_{e}^{IE} - 1) + RERI_{mediated}. \]  

These quantities are likewise all identified under assumptions (i)-(iv); estimation of direct and indirect effect risk ratios is described elsewhere. Similar decompositions would hold also for an odds ratio scale. In the eAppendix, we describe a simple estimation approach for the ratio scale using regressions that allow for interaction. Likewise, in the eAppendix we discuss how similar three-way decompositions hold for direct and indirect effects for hazard ratios, allowing one to decompose the excess hazard ratio for a total effect into the sum of an excess hazard ratio for the direct effect, an excess hazard ratio for the indirect effect, and the hazard ratio equivalent of the mediated relative excess risk due to interaction.

One final point is perhaps worth noting. Using odds ratios, which will approximate risk ratios when the outcome is rare, VanderWeele and Vansteelandt used a decomposition of a total effect risk ratio (odds ratio) into a product of a pure direct effect risk ratio and a total indirect effect risk ratio where the total indirect risk ratio would be defined as \( RR_{c}^{TIE} = E[Y_{1M_{1}}|c]/E[Y_{1M_{0}}|c] \) so that \( RR_{c}^{TE} = RR_{c}^{TIE} \times RR_{e}^{DE} \). VanderWeele and Vansteelandt proposed as a measure of the proportion mediated on the risk difference scale the measure \( \frac{RR_{c}^{DE}(RR_{c}^{TIE} - 1)}{(RR_{c}^{E} - 1)} \). It is shown in the eAppendix that the numerator in this quantity, \( RR_{c}^{DE}(RR_{c}^{TIE} - 1) \), is in fact equal to \( (RR_{c}^{DE} - 1) + RERI_{mediated} \) i.e. to the sum of the excess relative risk for the pure indirect effect plus the mediated relative excess risk due to interaction. These are the latter two terms in the decomposition in (6).

**Direct, Indirect and Interactive Effects with Regression**

Suppose that assumptions (i)-(iv) hold, that \( Y \) and \( M \) are continuous and the following
regression models for $Y$ and $M$ are correctly specified:

\[
E[Y|a, m, c] = \theta_0 + \theta_1 a + \theta_2 m + \theta_3 a m + \theta'_4 c \\
E[M|a, c] = \beta_0 + \beta_1 a + \beta'_2 c.
\]

VanderWeele and Vansteelandt\textsuperscript{4} derived expressions for natural direct and indirect effects from these two regressions. However, as discussed above we can further decompose such effects into a pure direct effect, a pure indirect effect and a mediated interactive effect. It is shown in the eAppendix that for exposure levels $a$ and $a^*$ the pure direct effect and pure indirect effect are given by:

\[
E[Y_{aM_a} - Y_{aM_{a^*}}|c] = \{\theta_1 + \theta_3(\beta_0 + \beta_1 a^* + \beta'_2 c)\}(a - a^*)
\]

\[
E[Y_{aM_a} - Y_{aM_{a^*}}|c] = (\theta_2 \beta_1 + \theta_3 \beta_1 a^*)(a - a^*)
\]

and the mediated interactive effect is given by

\[
E[Y_{aM_a} - Y_{aM_{a^*}} - Y_{a^*M_a} + Y_{a^*M_{a^*}}|c] = \theta_3 \beta_1 (a - a^*)(a - a^*).
\]

The sum of the pure indirect effect and the mediated interactive effect is equal to $(\theta_2 \beta_1 + \theta_3 \beta_1 a)(a - a^*)$, which is the total indirect effect derived by VanderWeele and Vansteelandt. If the exposure were binary the pure direct, pure indirect and mediated interactive effects would respectively simply be: \{\theta_1 + \theta_3(\beta_0 + \beta'_2 E[C])\}, \theta_2 \beta_1, and \theta_3 \beta_1. Standard errors for estimators of these quantities could be derived using the delta method along the lines of VanderWeele and Vansteelandt\textsuperscript{4} or by using bootstrapping. In the eAppendix we also derive similar expressions for a binary outcome for the pure direct effect risk ratio, the pure indirect effect ratio and the mediated relative excess risk due to interaction.

\textbf{Illustrations}
We will consider two data examples using methods from causal mediation analysis to decompose a total effect into natural direct and indirect effects. Here we will revisit these examples and give the 3-way decompositions. VanderWeele et al.\textsuperscript{25} used lung cancer case-control data to examine the extent to which the effect of chromosome 15q25.1 rs8034191 C alleles on lung cancer risk was mediated by cigarettes smoked per day. rs8034191 C alleles had been found to be associated with both smoking\textsuperscript{26,27} and lung cancer\textsuperscript{28–30} but there had been debate as to whether the effects on lung cancer were direct or mediated by smoking. As the outcome, lung cancer, is rare, odds ratios approximate risk ratios. Using lung case-control data and logistic regression models, controlling for sex, age, education, restricting to Caucasians, and allowing for gene-by-smoking interaction, it was found that comparing 2 to 0 C alleles gave a pure direct effect odds ratio of 1.72 (95% CI: 1.34, 2.21), a total indirect effect odds ratio of 1.028 (95% CI: 0.99, 1.07), and a total effect odds ratio of 1.72 × 1.028 = 1.77 (95% CI: 1.38, 2.26), with proportion mediated $RR_{c}^{DE}(RR_{c}^{TIE}−1)/(RR_{c}^{TE}−1) = 1.72(1.028−1)/(1.77−1) = 6.3\%$. Most of the effect was found to be not through increasing cigarettes per day i.e. direct. If we now use the 3-way decomposition for risk ratios:

$$(RR_{c}^{TE}−1) = (RR_{c}^{DE}−1) + (RR_{c}^{IE}−1) + RERI_{mediated}$$

we find, $RR_{c}^{DE} = 1.72$, $RR_{c}^{IE} = 1.014$, $RERI_{mediated} = 0.036$. Thus of the excess relative risk, $(1.77 − 1)$ = 0.77, for the total effect, $(1.72 − 1)/0.77 = 93.7\%$ is attributable to the pure direct effect, $(1.014 − 1)/0.77 = 1.7\%$ is attributable to the pure indirect effect, and $0.036/0.77 = 4.6\%$ is attributable to the mediated interaction and once again the overall proportion mediated is $1.7\% + 4.6\% = 6.3\%$. Of the mediated effect, which is itself small proportion, most of this mediated effect is due to the mediated interaction, rather than a pure indirect effect.

In another example, Ananth and VanderWeele\textsuperscript{31} examined the extent to which the effect of placental abruption on perinatal mortality was mediated by medically induced preterm
between abruption and preterm birth, and controlling for various socio-demographic vari-
ables, Ananth and VanderWeele found that the pure direct effect risk ratio was 10.18 (95%
CI: 9.80, 10.58), the total indirect effect risk ratio was 1.35 (95% CI: 1.33, 1.38), and the total
effect risk ratio was 10.18 × 1.35 = 13.76 (95% CI: 13.45, 14.08), with proportion mediated:
\( RR_{c}^{DE} (RR_{c}^{TIE} − 1)/(RR_{c}^{TE} − 1) = 10.18 (1.35 − 1)/(13.76 − 1) = 28.1\% . \)
If we now use the
3-way decomposition for ratios:
\[
(\frac{RR_{c}^{TE} − 1}{RR_{c}^{TIE} − 1}) = (\frac{RR_{c}^{DE} − 1}{RR_{c}^{TIE} − 1}) + (\frac{RERI_{mediated}}{RR_{c}^{TIE} − 1})
\]
we find \( RR_{c}^{DE} = 10.18, \ RR_{c}^{TIE} = 2.47, \ RERI_{mediated} = 2.11. \) Thus of the excess relative risk,
\( (13.76 − 1) = 12.76, \) for the total effect, \( (10.18 − 1)/12.76 = 71.9\% \) is attributable to the
pure direct effect, \( (2.47 − 1)/12.76 = 11.5\% \) is attributable to the pure indirect effect, and
\( 2.11/12.76 = 16.6\% \) is attributable to the mediated interaction and once again the overall
proportion mediated is \( 11.5\% + 16.6\% = 28.1\% . \)

Both these examples would require assumptions (i)-(iv) above held conditional on the co-
variates, a point to which we turn below. Discussion of these assumptions in their respective
substantive contexts can be found in VanderWeele et al.\(^{25}\) and Ananth and VanderWeele\(^{31}\).

Discussion

The principle behind the results in this paper was utilizing the difference between the total
indirect effect and the pure indirect effect (or, equivalently, the total direct effect and pure
direct effect) as a measure of interaction, a mediated interactive effect. The interpretation of
this difference between two indirect effects as a measure of interaction required justification.
In the case of these effects defined as the difference of counterfactuals, we saw that the
difference between the total indirect effect and the pure indirect effect was in fact the product
of a causal interaction defined in terms of counterfactuals and the effect of the exposure on
the mediator. We thus referred to this effect as a mediated interactive effect. For this
effect to be non-zero for an individual, an interaction had to be present and the exposure had to have an effect on the mediator. We saw also that for conditional effects on the difference scale that the conditional average of this mediated interactive effect could, under the assumption of no exposure-induced mediator-outcome confounder, be expressed as the product of the standard additive interaction contrast and the average conditional effect of the exposure on the mediator. In the case of the ratio scale, we saw that our interactive effect, again ultimately arising from taking the difference between a total indirect effect and a pure indirect effect, could be interpreted as a mediated analogue of the relative excess risk due to interaction. Further discussion of the 3-way decomposition for hazard ratios\textsuperscript{9–11,32,33} or for direct and indirect effects in the presence of a mediator-outcome confounder affected by exposure\textsuperscript{34} are given in the eAppendix. In all of these cases, we were thus able to decompose the total effect into a direct effect, and indirect effect and an interactive effect.

The chief difficulty in estimating the components of this 3-way decomposition are the strong assumptions required for their identification. These assumptions were no confounding of the exposure-outcome, mediator-outcome and exposure-mediator relationships, conditional on the covariates, and further that there is no mediator-outcome confounder affected by the exposure. These are strong assumptions; however the assumptions for the 3-way decomposition are no stronger than those that are required to estimate direct and indirect effects generally. Moreover, the extent to which violations of these assumptions would affect inference can be assessed through sensitivity analysis for the pure direct and indirect effects\textsuperscript{6,8} Future research could perhaps also adapt sensitivity analysis for interactions\textsuperscript{35} to extend such techniques to the mediated interaction considered in this paper.

As noted above, and as has been done in the past, we could of course simply decompose a total or overall effect into two components: into the pure direct effect and the total indirect effect. This raises the question of which of these decompositions is to be preferred - the 2-way or the 3-way - and what it is that is ultimately of interest when we carry out effect decomposition. The two-way decomposition is simpler, but the three-way decomposition has
the potential to give additional insight. It allows us to assess how much of the total indirect effect is due to a mediated interaction versus a pure indirect effect. It makes clearer the role of interaction in mediation analysis. The utility of a method should arguably in the end be judged by the insight it gives into actual applications. Time and use over numerous data examples will thus ultimately make clearer the extent to which the three-way decomposition proposed in this paper is helpful in practice.
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**Appendix**

We first show that the decomposition in (1) holds. As noted in the text, we can decompose the total effect into a total indirect effect and a pure direct effect:

\[ Y_1 - Y_0 = (Y_{1M_1} - Y_{1M_0}) + (Y_{1M_0} - Y_{0M_0}) \]

By adding and subtracting the pure indirect effect, \((Y_{0M_1} - Y_{0M_0})\), we obtain

\[ Y_1 - Y_0 = (Y_{1M_0} - Y_{0M_0}) + (Y_{0M_1} - Y_{0M_0}) + \{(Y_{1M_1} - Y_{1M_0}) - (Y_{0M_1} - Y_{0M_0})\} \]

The third quantity in this decomposition is the difference between the total indirect effect and the pure indirect effect. This quantity is also equal to the difference between the total direct effect and the pure direct effect, \((Y_{1M_1} - Y_{0M_1}) - (Y_{1M_0} - Y_{0M_0})\). We will consider the value that this difference between the total indirect and the pure indirect effect, \((Y_{1M_1} - Y_{1M_0}) - (Y_{0M_1} - Y_{0M_0})\), might take under several different scenarios. If \(M_0 = M_1\), then both indirect effects are 0 and so the difference is 0. If \(M_1 = 1\) and \(M_0 = 0\) then \((M_1 - M_0) = 1\) and the difference will be \((Y_{11} - Y_{10} - Y_{01} + Y_{00}) = (Y_{11} - Y_{10} - Y_{01} + Y_{00})(M_1 - M_0)\). If \(M_1 = 0\) and \(M_0 = 1\) then \((M_1 - M_0) = -1\) and the difference will be \((-Y_{11} + Y_{10} + Y_{01} - Y_{00}) = \ldots\)
(Y_{11} - Y_{10} - Y_{01} + Y_{00})(M_1 - M_0). Thus, the difference \((Y_{1M_1} - Y_{1M_0}) - (Y_{0M_2} - Y_{0M_0})\) is always equal to \((Y_{11} - Y_{10} - Y_{01} + Y_{00})(M_1 - M_0)\) and we have:

\[
Y_1 - Y_0 = (Y_{1M_0} - Y_{0M_0}) + (Y_{0M_1} - Y_{0M_0}) + (Y_{11} - Y_{10} - Y_{01} + Y_{00})(M_1 - M_0).
\]

(1)

We will now establish the decomposition in (2) for conditional effects. We will in fact establish a more general result for an arbitrary exposure and mediator (not restricting to binary exposure and mediator). We have that \(E[Y_a - Y_a^*|c] =

\[
E[Y_{aM_a} - Y_{a^*M_a}|c] + E[Y_{a^*M_a} - Y_{a^*M_a^*}|c]
\]

\[
= E[Y_{aM_a} - Y_{a^*M_a}|c] + E[Y_{a^*M_a} - Y_{a^*M_a^*}|c] + \{E[Y_{aM_a} - Y_{a^*M_a}|c] - E[Y_{aM_a^*} - Y_{a^*M_a^*}|c]\}
\]

where the first quantity is the conditional pure direct effect, the second is the conditional pure indirect effect and the third is the difference between the conditional total direct effect and the conditional pure direct effect. Under assumption (iv) that \(Y_{am} \prod_{M_a^*|C}\) we have that this difference is:

\[
\{E[Y_{aM_a} - Y_{a^*M_a}|c] - E[Y_{aM_a^*} - Y_{a^*M_a^*}|c]\}
\]

\[
= \sum_m E[Y_{am} - Y_{a^*m}|M_a = m, c]P(M_a = m|c) - \sum_m E[Y_{am} - Y_{a^*m}|M_a^* = m, c]P(M_a^* = m|c)
\]

\[
= \sum_m E[Y_{am} - Y_{a^*m}|c]P(M_a = m|c) - \sum_m E[Y_{am} - Y_{a^*m}|c]P(M_a^* = m|c)
\]

\[
= \sum_m E[Y_{am} - Y_{a^*m} - Y_{am^*} + Y_{a^*m^*}|c] \{P(M_a = m|c) - P(M_a^* = m|c)\}
\]

where \(m^*\) is an arbitrary value of \(M\), and where the first equality follows by iterated expectations, the second by assumption (iv), and the fourth because for some fixed level of \(m^*\), \(\sum_m E[Y_{a^*m}|c] \{P(M_a = m|c) - P(M_a^* = m|c)\} = 0\) and \(\sum_m E[Y_{a^*m^*}|c] \{P(M_a = m|c) - P(M_a^* = m|c)\} = 0\). Thus, for arbitrary exposure and mediator, under (iv) we have
the decomposition of the conditional effect:

\[
E[Y_a - Y_{a^*}|c] = E[Y_{aM_{a^*}} - Y_{a^*M_{a^*}}|c] + E[Y_{a^*M_a} - Y_{a^*M_{a^*}}|c] \\
+ \sum_m E[Y_{am} - Y_{a^*m} - Y_{am^*} + Y_{a^*m^*}|c\{P(M_a = m|c) - P(M_{a^*} = m|c)\}]
\]

where the first term is the pure direct effect, the second is the pure indirect effect, and the third is a mediated interactive effect. If we consider binary exposure and mediator with \(a = 1, a^* = 0, m^* = 0\) we have

\[
\sum_m E[Y_{1m} - Y_{0m} - Y_{10} + Y_{00}|c\{P(M_1 = m|c) - P(M_0 = m|c)\} \\
= \sum_m E[Y_{1m} - Y_{0m}|c\{P(M_1 = m|c) - P(M_0 = m|c)\} \\
= E[Y_{11} - Y_{01}|c\{P(M_1 = 1|c) - P(M_0 = 1|c)\} \\
+ E[Y_{10} - Y_{00}|c\{P(M_1 = 0|c) - P(M_0 = 0|c)\} \\
= E[Y_{11} - Y_{01}|c\{P(M_1 = 1|c) - P(M_0 = 1|c)\} \\
+ E[Y_{10} - Y_{00}|c\{P(M_1 = 1|c) - P(M_0 = 1|c)\} - E[Y_{10} - Y_{00}|c\{P(M_1 = 1|c) - P(M_0 = 1|c)\}] \\
= E[Y_{11} - Y_{10} - Y_{01} + Y_{00}|c\{E[M_1|c] - E[M_0|c]\}
\]

and so we have

\[
E[Y_1 - Y_0|c] = E[Y_{1M_0} - Y_{0M_0}|c] + E[Y_{0M_1} - Y_{0M_0}|c] + E[Y_{11} - Y_{10} - Y_{01} + Y_{00}|c]E[M_1 - M_0|c], \quad (2)
\]

thus establishing the decomposition in (2).
For the identification formulae in (3), under assumptions (i)-(iv) that

\[ E[Y_{1M_0} - Y_{0M_0}|c] = \sum_m \{E[Y|A = 1, m, c] - E[Y|A = 0, m, c]\} P(m|A = 0, c) \]
\[ E[Y_{0M_1} - Y_{0M_0}|c] = \sum_m E[Y|A = 0, m, c]\{P(m|A = 1, c) - P(m|A = 0, c)\} \]

has been established elsewhere.\(^2\) We have shown above that under (iv),

\[ E[(Y_{11} - Y_{10} - Y_{01} + Y_{00})(M_1 - M_0)|c] = E[Y_{11} - Y_{10} - Y_{01} + Y_{00}|c] E[M_1 - M_0|c] \]

and under (i) and (ii) the first term in this product is equal to \(\{E[Y|A = 1, M = 1, c] - E[Y|A = 1, M = 0, c] - E[Y|A = 0, M = 1, c] + E[Y|A = 0, M = 0, c]\}\) and under (iii) the second term in this product is equal to \(E[M|A = 1, c] - E[M|A = 0, c]\), thus establishing the identification formulae in (3).
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Figure Legends

Figure 1: Mediation with exposure A, outcome Y, mediator M, and confounders C.

Figure 2: Mediation with a mediator-outcome confounder L that is affected by the exposure.
Proofs for 3-way Decomposition on a Ratio Scale

On a risk ratio scale, the conditional total effect risk ratio is defined by $RR_{c}^{TE} = E[Y_a|c]/E[Y_{a*}|c]$; the pure direct effect risk ratio is defined by $RR_{c}^{DE} = E[Y_{aM_a}|c]/E[Y_{a*M_a}|c]$ and the pure indirect effect risk ratio is defined by $RR_{c}^{IE} = E[Y_{a^*M_a}|c]/E[Y_{a*M_a}|c]$. We have that:

\[
E[Y_a - Y_{a^*}|c] = E[Y_{aM_a} - Y_{a^*M_a}|c] + E[Y_{a^*M_a} - Y_{a^*M_a}|c] \\
E[Y_a - Y_{a^*}|c] = E[Y_{aM_a} - Y_{a^*M_a}|c] + E[Y_{a^*M_a} - Y_{a^*M_a}|c] \\
+ \{E[Y_{aM_a} - Y_{a^*M_a}|c] - E[Y_{aM_a} - Y_{a^*M_a}|c]\}.
\]

Dividing both sides of the equation by $E[Y_{a^*M_a}|c]$ gives:

\[
RR_{c}^{TE} - 1 = (RR_{c}^{DE} - 1) + (RR_{c}^{IE} - 1) + \left( \frac{E[Y_{aM_a}|c]}{E[Y_{a^*M_a}|c]} - \frac{E[Y_{aM_a}|c]}{E[Y_{a^*M_a}|c]} - \frac{E[Y_{a^*M_a}|c]}{E[Y_{a^*M_a}|c]} + 1 \right)
\]

If we define $RERI_{mediated}$ by $RERI_{mediated} = \left( \frac{E[Y_{aM_a}|c]}{E[Y_{a^*M_a}|c]} - \frac{E[Y_{aM_a}|c]}{E[Y_{a^*M_a}|c]} - \frac{E[Y_{a^*M_a}|c]}{E[Y_{a^*M_a}|c]} + 1 \right)$ then we have

\[
(RR_{c}^{TE} - 1) = (RR_{c}^{DE} - 1) + (RR_{c}^{IE} - 1) + RERI_{mediated}.
\]

If we define the total indirect effect risk ratio as $RR_{c}^{TIE} = E[Y_{aM_a}|c]/E[Y_{aM_a}|c]$ then the total effect risk ratio decomposes as $RR_{c}^{TE} = RR_{c}^{TIE} \times RR_{c}^{DE}$. VanderWeele and Vansteelandt\(^5\) proposed as a measure of the proportion mediated on the risk difference scale.
the measure $\frac{RR_{DE}^c (RR_{TIE}^c - 1)}{(RR_{DE}^c - 1)}$. The numerator in this quantity is in fact equal to

$$RR_{DE}^c (RR_{TIE}^c - 1) = RR_{DE}^c - RR_{DE}^c$$

$$= \frac{E[Y_{aM_0}|c]}{E[Y_{a^*M_0}|c]} - \frac{E[Y_{aM_a^*}|c]}{E[Y_{a^*M_a^*}|c]}$$

$$= \left( \frac{E[Y_{aM_0}|c]}{E[Y_{a^*M_0}|c]} - 1 \right) + \left( \frac{E[Y_{aM_a^*}|c]}{E[Y_{a^*M_a^*}|c]} - \frac{E[Y_{aM_0}|c]}{E[Y_{a^*M_0}|c]} - \frac{E[Y_{a^*M_a^*}|c]}{E[Y_{a^*M_a^*}|c]} + 1 \right)$$

$$= (RR_{TIE}^c - 1) + RERI_{mediated}.$$

i.e. the sum of the excess relative risk for the pure indirect effect plus the mediated relative excess risk due to interaction.

As shown in the Appendix to the text, under assumption (iv), we have for a binary exposure and mediator that

$$E[Y_{1M_1} - Y_{0M_1}|c] - E[Y_{1M_0} - Y_{0M_0}|c] = E[Y_{11} - Y_{10} - Y_{01} + Y_{00}|c]E[M_1 - M_0|c].$$

Dividing both sides of the equation by $E[Y_{0M_0}|c]$ gives:

$$\left( \frac{E[Y_{1M_1}|c]}{E[Y_{0M_0}|c]} - \frac{E[Y_{1M_0}|c]}{E[Y_{0M_0}|c]} - \frac{E[Y_{0M_1}|c]}{E[Y_{0M_0}|c]} + 1 \right) = \frac{1}{E[Y_{0M_0}|c]}E[Y_{11} - Y_{10} - Y_{01} + Y_{00}|c]E[M_1 - M_0|c]$$

and thus

$$\left( \frac{E[Y_{aM_0}|c]}{E[Y_{a^*M_0}|c]} - \frac{E[Y_{aM_a^*}|c]}{E[Y_{a^*M_a^*}|c]} - \frac{E[Y_{aM_a^*}|c]}{E[Y_{a^*M_a^*}|c]} + 1 \right)$$

$$= \frac{E[Y_{0M_0}|c]}{E[Y_{0M_0}|c]} \left( \frac{E[Y_{11}|c]}{E[Y_{00}|c]} - \frac{E[Y_{10}|c]}{E[Y_{00}|c]} - \frac{E[Y_{01}|c]}{E[Y_{00}|c]} + 1 \right) E[M_1 - M_0|c],$$

from which we have

$$RERI_{mediated} = \frac{E[M_1 - M_0|c]E[Y_{00}|c]}{E[Y_{0M_0}|c]}RERI_{causal}.$$
A Three-way Decomposition on the Hazards Scale

When time-to-event data is under consideration a hazard scale is often employed. Natural direct and indirect effects have likewise been discussed for the hazards scale.\textsuperscript{9–11} Lange and Hansen\textsuperscript{9} considered the analysis of natural direct and indirect effects using an additive hazards model; VanderWeele considered the analysis of natural direct and indirect effects using a proportional hazards model. Let $T$ denote a time-to-event outcome and let $T_a$ denote the counterfactual event time if $A$ had been set to $a$; likewise we let $T_{am}$ denote the counterfactual event time if $A$ had been set to $a$ and $M$ had been set to $m$. With these definitions we can also consider nested counterfactual event times. For example, $T_{aM_*}$ is an individual’s event time if the exposure had been set to $a$ and the mediator had been set to the level it would have been had exposure been $a^*$. We will use $\lambda_V(t)$ and $\lambda_V(t|c)$ for the hazard or conditional hazard at time $t$, that is the instantaneous rate of the event conditional on $V \geq t$.

We can decompose the overall difference in hazards for a total effect as the sum of natural indirect and direct effects on the hazard difference scale:

$$\lambda_{T_a}(t) - \lambda_{T_a^*}(t) = \left[ \lambda_{T_{aM_*}}(t) - \lambda_{T_{aM_*}}(t) \right] + \left[ \lambda_{T_{aM_*}}(t) - \lambda_{T_{aM_*}}(t) \right].$$

We could further rewrite this as follows:

$$\lambda_{T_a}(t) - \lambda_{T_a^*}(t) = \left[ \lambda_{T_{aM_*}}(t) - \lambda_{T_{aM_*}}(t) \right] + \left[ \lambda_{T_{aM_*}}(t) - \lambda_{T_{aM_*}}(t) \right]$$

$$+ \left( \left[ \lambda_{T_{aM_*}}(t) - \lambda_{T_{aM_*}}(t) \right] - \left[ \lambda_{T_{aM_*}}(t) - \lambda_{T_{aM_*}}(t) \right] \right)$$

where the first term is the pure direct effect on the hazard difference scale, the second is the pure indirect effect on the hazard difference scale and the final term is the difference between the total indirect effect and the pure indirect effect on the hazard difference scale. If we then
divide both sides of this equation by $\lambda_{T_a}(t)$ we obtain:

$$
\left( \frac{\lambda_{T_a}(t)}{\lambda_{T_a}(t)} - 1 \right) = \left( \frac{\lambda_{T_{a,M_a}}(t)}{\lambda_{T_{a,M_a}}(t)} - 1 \right) + \left( \frac{\lambda_{T_{a,M_a}}(t)}{\lambda_{T_{a,M_a}}(t)} - 1 \right) + \left( \frac{\lambda_{T_{a,M_a}}(t)}{\lambda_{T_{a,M_a}}(t)} - 1 \right) + \left( \frac{\lambda_{T_{a,M_a}}(t)}{\lambda_{T_{a,M_a}}(t)} - 1 \right) + 1
$$

where the first term in this decomposition is the excess hazard ratio for the pure direct effect, the second is the excess hazard ratio for the pure indirect effect, and the third term is the hazard ratio equivalent of the mediated relative excess risk due to interaction\textsuperscript{32,33}.

A Three-way Decomposition in the Presence of an Exposure-Induced Mediator-Outcome Confounder

Consider a setting in which there is a variable $L$ that is affected by exposure $A$ and in turn affects both $M$ and $Y$ as in Figure 2. Although natural direct and indirect effects with $M$ as the mediator are not identified in this setting\textsuperscript{17}, alternative effects which randomly set $M$ to a value chosen from the distribution of a particular exposure level can be identified. Let $G_{a|c}$ denote a random draw from the distribution of the mediator amongst those with exposure status $a$ conditional on $C = c$. Let $a$ and $a^*$ be two values of the exposure e.g. for binary exposure we may have $a = 1$ and $a^* = 0$. The effect $E(Y_{aG_{a|c}}|c) - E(Y_{aG_{a^*|c}}|c)$ is then the effect on the outcome of randomly assigning an individual who is given the exposure to a value of the mediator from the distribution of the mediator amongst those given exposure versus no exposure, conditional on covariates; this is an effect through the mediator. Next consider the effect $E(Y_{aG_{a^*|c}}|c) - E(Y_{aG_{a|c}}|c)$; this is a direct effect comparing exposure versus no exposure with the mediator in both cases randomly drawn from the distribution of the population when given the absence of exposure, conditional on covariates. Finally, the effect $E(Y_{aG_{a|c}}|c) - E(Y_{aG_{a^*|c}}|c)$ compares the expected outcome when having the exposure with the mediator randomly drawn from the distribution of the population when given the exposure, conditional on covariates to the expected outcome when not having the exposure with the mediator randomly drawn from the distribution of the population when not exposed, conditional on covariates. With effects thus defined we have the decomposition: $E(Y_{aG_{a|c}}|c) -
$E(Y_{a\cdot G_{a\cdot |c}}|c) = \{E(Y_{aG_{a|c}}|c) - E(Y_{aG_{a\cdot |c}}|c)\} + \{E(Y_{a\cdot G_{a\cdot |c}}|c) - E(Y_{a\cdot G_{a\cdot |c}}|c)\}$ so that the total effect decomposes into the sum of the effect through the mediator and the direct effect. These effects arise from randomly choosing for each individual a value of the mediator from the distribution of the mediator amongst all of those with a particular exposure.

We might further decompose this as follows:

\[
E(Y_{aG_{a|c}}|c) - E(Y_{a\cdot G_{a\cdot |c}}|c) = \{E(Y_{aG_{a|c}}|c) - E(Y_{a\cdot G_{a\cdot |c}}|c)\} + \{E(Y_{a\cdot G_{a\cdot |c}}|c) - E(Y_{a\cdot G_{a\cdot |c}}|c)\} + \{E(Y_{a\cdot G_{a\cdot |c}}|c) - E(Y_{a\cdot G_{a\cdot |c}}|c)\}
\]

where the first term in the decomposition is the randomized intervention analogue of the pure direct effect, the second is the randomized intervention analogue of the pure indirect effect, and the third is the difference between the randomized intervention analogue of the total direct effect and the pure direct effect. We now show that this third term in fact has the interpretation of an interaction. We have that

\[
\{E(Y_{aG_{a|c}}|c) - E(Y_{a\cdot G_{a\cdot |c}}|c)\} - \{E(Y_{a\cdot G_{a\cdot |c}}|c) - E(Y_{a\cdot G_{a\cdot |c}}|c)\} = \sum_m E[Y_{am} - Y_{a\cdot m}|G_{a|c} = m, c]P(G_{a|c} = m|c) - \sum_m E[Y_{am} - Y_{a\cdot m}|G_{a\cdot |c} = m, c]P(G_{a\cdot |c} = m|c) = \sum_m E[Y_{am} - Y_{a\cdot m}|c]P(M_a = m|c) - \sum_m E[Y_{am} - Y_{a\cdot m}|c]P(M_{a\cdot} = m|c) = \sum_m E[Y_{am} - Y_{a\cdot m} - Y_{a\cdot m\cdot} + Y_{a\cdot m\cdot}|c] \{P(M_a = m|c) - P(M_{a\cdot} = m|c)\}
\]

where $m^*$ is an arbitrary value of $M$. This final expression can be interpreted as a measure of interaction. For binary exposure and mediator, if we set $a = 1, a^* = 0, m^* = 0$ then as in
Thus for binary exposure and mediator, even in the presence of an exposure-induced mediator-outcome confounder, we would have the three way effect decomposition:

\[
\sum_m E[Y_{1m} - Y_{0m} - Y_{10} + Y_{00}|c] \{P(M_1 = m|c) - P(M_0 = m|c)\} = E[Y_{11} - Y_{01}|c] \{P(M_1 = 1|c) - P(M_0 = 1|c)\} + E[Y_{10} - Y_{00}|c] \{1 - P(M_1 = 1|c) - (1 - P(M_0 = 1|c))\} = E[Y_{11} - Y_{01}|c] \{P(M_1 = 1|c) - P(M_0 = 1|c)\} - E[Y_{10} - Y_{00}|c] \{P(M_1 = 1|c) - P(M_0 = 1|c)\} = E[Y_{11} - Y_{10} - Y_{01} + Y_{00}|c] \{E[M_1|c] - E[M_0|c]\}.
\]

To identify these effects the following conditions suffice: Assumptions (i) $Y_{am} \perp A|C$ and (iii) $M_a \perp A|C$ above, that conditional on $C$ there is no unmeasured exposure-outcome or exposure-mediator confounding, along with an assumption (ii*) that $Y_{am} \perp M|\{A, C, L\}$, i.e. that conditional on $(A, C, L)$, there is no unmeasured confounding of the mediator-outcome relationship. These three assumptions would hold in the causal diagram in Figure 2. Under the three assumptions, each of these component are identified from data and it follows from
the g-formula\textsuperscript{34} that:

\[
\begin{align*}
E(Y_{aG_{a*}|c}) - E(Y_{a^*G_{a*}|c}) &= \sum_{l,m} \{E[Y|a,l,m,c]P(l|a,c) - E[Y|a^*,l,m,c]P(l|a^*,c)\} P(m|a^*,c) \\
E(Y_{a^*G_{a}|c}) - E(Y_{a^*G_{a*}|c}) &= \sum_{l,m} E[Y|a^*,l,m,c]P(l|a^*,c)\{P(m|a,c) - P(m|a^*,c)\}
\end{align*}
\]

and

\[
\begin{align*}
E[Y_{11} - Y_{10} - Y_{01} + Y_{00}|c]\{E[M_1|c] - E[M_0|c]\} &\ \\
= \{\sum_l E[Y|A = 1, l, m = 1, c]P(l|A = 1, c) - \sum_l E[Y|A = 1, l, m = 0, c]P(l|A = 1, c) \\
- \sum_l E[Y|A = 0, l, m = 1, c]P(l|A = 0, c) + \sum_l E[Y|A = 0, l, m = 0, c]P(l|A = 0, c)\} \\
\times \{E[M|A = 1, c] - E[M|A = 0, c]\}
\end{align*}
\]

**Proofs for Direct, Indirect and Interactive Effects from Regression Models**

For $Y$ and $M$ continuous, under assumptions (i)-(iv) and correct specification of the regression models for $Y$ and $M$:

\[
\begin{align*}
E[Y|a,m,c] &= \theta_0 + \theta_1 a + \theta_2 m + \theta_3 am + \theta_4 c \\
E[M|a,c] &= \beta_0 + \beta_1 a + \beta_2 c,
\end{align*}
\]

\text{VanderWeele and Vansteelandt}\textsuperscript{4} showed that the pure direct effect was given by:

\[
E[Y_{aM_{a*}} - Y_{a^* M_{a*}}|c] = \{\theta_1 + \theta_3(\beta_0 + \beta_1 a^* + \beta_2 c)\}(a - a^*)
\]

and that the total indirect effect was given by

\[
E[Y_{aM_a} - Y_{a^*M_{a*}}|c] = (\theta_2 \beta_1 + \theta_3 \beta_1 a)(a - a^*)
\]
and likewise the pure indirect effect by

$$E[Y_{a^{*}M_{a}} - Y_{a^{*}M_{a^{*}}}|c] = (\theta_2 \beta_1 + \theta_3 \beta_1 a^{*})(a - a^{*}).$$

The mediated interactive effect is given by the difference between the total indirect effect and the pure indirect effect and is thus equal to:

$$E[Y_{a^{*}M_{a}} - Y_{a^{*}M_{a^{*}}}|c] - E[Y_{aM_{a}} - Y_{aM_{a^{*}}}|c] = (\theta_2 \beta_1 + \theta_3 \beta_1 a^{*})(a - a^{*}) - (\theta_2 \beta_1 + \theta_3 \beta_1 a^{*})(a - a^{*}) = \theta_3 \beta_1(a - a^{*})(a - a^{*}).$$

Suppose now instead that $Y$ were binary and $M$ continuous, that assumptions (i)-(iv) held, that the outcome was rare and that the following regressions were correctly specified:

$$\text{logit}(P(Y = 1|a, m, c)) = \theta_0 + \theta_1 a + \theta_2 m + \theta_3 a m + \theta_4 c$$

$$E[M|a, c] = \beta_0 + \beta_1 a + \beta_2 c.$$ 

VanderWeele and Vansteelandt\textsuperscript{5} derived expressions for natural direct and indirect effect odds ratio (risk ratios) from these two regressions that hold approximately provided the outcome is rare. The expressions hold exactly for risk ratios, even for common outcomes, if the logistic regression model is replaced by a log-linear model. As noted above, we can decompose the excess relative risk for a total effect into the sum of the excess relative risk for the pure direct effect, the excess relative risk for the pure indirect effect, and the mediated relative excess risk due to interaction:

$$(RR_{e}^{TE} - 1) = (RR_{e}^{DE} - 1) + (RR_{e}^{IE} - 1) + RERI_{mediated}.$$ 

VanderWeele and Vansteelandt\textsuperscript{5} showed that the pure direct effect risk ratio and the pure
indirect effect risk ratio were given by:

\[RR_{DE}^c = \exp\{(\theta_1 + \theta_3(\beta_0 + \beta_1 a^* + \beta'_2 c + \theta_2 \sigma^2))(a - a^*) + 0.5\theta_3^2 \sigma^2(a^2 - a^{*2})\}\]

\[RR_{IE}^c = \exp[(\theta_2 \beta_1 + \theta_3 \beta_1 a^*)(a - a^*)]\]

where \(\sigma^2\) is the variance of the error term in the linear regression model for \(M\).

From the derivations of VanderWeele and Vansteelandt\(^5\), we have that the total effect is given by:

\[RR_{TE}^c = \exp[\theta_1 + \theta_2 \beta_1 + \theta_3(\beta_0 + \beta_1 a^* + \beta_1 a + \beta'_2 c + \theta_2 \sigma^2))(a - a^*) + 0.5\theta_3^2 \sigma^2(a^2 - a^{*2})]\]

and from this it follows that \(RERI_{mediated}\) is equal to:

\[
\left(\frac{E[Y_{1M} | c]}{E[Y_{0M} | c]} - \frac{E[Y_{1M_0} | c]}{E[Y_{0M_0} | c]} + 1\right)
= \exp[\theta_1 + \theta_2 \beta_1 + \theta_3(\beta_0 + \beta_1 a^* + \beta_1 a + \beta'_2 c + \theta_2 \sigma^2))(a - a^*) + 0.5\theta_3^2 \sigma^2(a^2 - a^{*2})]\]

\[- \exp\{(\theta_1 + \theta_3(\beta_0 + \beta_1 a^* + \beta'_2 c + \theta_2 \sigma^2))(a - a^*) + 0.5\theta_3^2 \sigma^2(a^2 - a^{*2})\}\]

\[- \exp[(\theta_2 \beta_1 + \theta_3 \beta_1 a^*)(a - a^*)] + 1.\]

Again standard errors for this expression could be derived using the delta method along the lines of the derivations in the Online Appendix of VanderWeele and Vansteelandt\(^5\) or by using bootstrapping.