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[1] Empirical orthogonal functions are used together with standard statistical metrics to
evaluate the ability of models with different spatial resolutions to reproduce observed
patterns of surface ozone (O3) in the eastern United States in the summer of 1995. We
examine simulations with the regional Multiscale Air Quality Simulation Platform model
(horizontal resolution of 36 km2) and the global GEOS-CHEM model (2� � 2.5� and
4� � 5�). As the model resolution coarsens, the ability to resolve local O3 maxima
(O3 � 90 ppbv) is compromised, but the spatial correlation improves. This result shows
that synoptic-scale processes modulating O3 concentrations are easier to capture in models
than processes occurring on smaller scales. Empirical orthogonal functions (EOFs)
derived from the observed O3 fields reveal similar modes of variability when averaged
onto the three model horizontal resolutions. The EOFs appear to represent (1) an east-west
pattern associated with frontal passages, (2) a midwest-northeast pattern associated
with migratory high-pressure systems, and (3) a southeast stagnation pattern linked to
westward extension of the Bermuda High. All models capture the east-west and southeast
EOFs, but the midwest-northeast EOF is misplaced in GEOS-CHEM. GEOS-CHEM
captures the principal components of the observational EOFs when the model fields are
projected onto these EOFs, implying that it can resolve the contribution of the EOFs to the
observed variance. We conclude that coarse-resolution global models can successfully
simulate the synoptic conditions leading to high-O3 episodes in the eastern United
States. INDEX TERMS: 0345 Atmospheric Composition and Structure: Pollution—urban and regional

(0305); 0368 Atmospheric Composition and Structure: Troposphere—constituent transport and chemistry;

0394 Atmospheric Composition and Structure: Instruments and techniques; 3364 Meteorology and
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1. Introduction

[2] The design of policies to reduce photochemical O3

smog relies upon the ability of air quality models to
simulate accurately the meteorological and chemical pro-
cesses governing O3 production. Current regional air quality
models can reproduce seasonal surface O3 statistics much
better than specific events [Hogrefe et al., 2000; Kasibhatla
and Chameides, 2000; Sistla et al., 2001]. These studies call
into question the traditional air quality planning approach of
using a given historical episode to examine the benefits of

emission reductions [Hogrefe et al., 2001b]. Calculation of
seasonal O3 statistics requires longer simulations, making
coarsely resolved models appealing from a computational
standpoint. There is also increasing interest in using global
models for regional air quality applications to examine the
intercontinental transport of pollution [Yienger et al., 2000;
Wild and Akimoto, 2001; Fiore et al., 2002a, 2002b; Li et
al., 2002] and to eliminate dependence on arbitrary bounda-
ry conditions. In the present study, we examine the ability of
a global model at two different resolutions to simulate
regional O3 pollution over the United States, as compared
to a regional model, through an analysis of a number of
observational statistics including space-time patterns of
pollution episodes.
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[3] The computational cost of an O3 smog model is
largely determined by its horizontal resolution and the effort
associated with numerically solving the stiff ordinary dif-
ferential equations that describe the chemical transforma-
tions at each grid square. Previous studies examining model
sensitivity to horizontal resolution have focused on the
urban-to-regional transition. Sillman et al. [1990] argued
that degrading the horizontal resolution should cause a
systematic positive bias in the O3 simulation, because
dilution of precursor NOx emissions increases the O3

production efficiency per unit NOx oxidized [Liu et al.,
1987]. A simulation by Kumar et al. [1994] for southern
California found that degrading horizontal resolution from
5 � 5 km2 to 10 � 10 km2 to 20 � 20 km2 causes
overestimates of O3 concentrations in the urban core. Liang
and Jacobson [2000] have shown that the bias in coarse-
resolution O3 simulations can in fact go either way, since the
numerical dispersion of pollution plumes in low-NOx

regions of a coarse-grid model decreases the O3 production
efficiency in the latter regions. Multiscale simulations with
nested grid models can help to reduce this bias [Kumar et
al., 1994; Kumar and Russell, 1996].
[4] Our analysis uses surface O3 fields measured at the

Environmental Protection Agency’s Aerometric Information
Retrieval System (EPA AIRS) monitoring sites in the eastern
United States for the summer of 1995 to compare and
evaluate simulations of O3 pollution from (1) the regional
Multiscale Air Quality Simulation Platform (MAQSIP)
model (36 km2 resolution) [Kasibhatla and Chameides,
2000; Hogrefe et al., 2001a, 2001b], (2) the global GEOS-
CHEM model at 2� � 2.5� resolution, and (3) GEOS-
CHEM at 4� � 5� resolution. We have previously used
the GEOS-CHEM model to examine intercontinental trans-
port of O3 pollution and the origin of the O3 background in
the United States [Fiore et al., 2002a, 2002b; Li et al.,
2002]. Fiore et al. [2002a] showed that GEOS-CHEM
captures regional high-O3 episodes in the eastern United
States during the summer of 1995 and reproduces the
‘‘piston effect’’ (the highest O3 values exhibit the largest
response to reductions in U.S. anthropogenic emissions
from 1980 to 1995) [Lefohn et al., 1998]. We analyze here
standard statistical metrics and empirical orthogonal func-
tions (EOFs) to assess the ability of GEOS-CHEM to
simulate the observed regional structure of O3 pollution
episodes in the eastern United States as compared to the
regional MAQSIP model.

2. Model Description

2.1. MAQSIP Model

[5] The MAQSIP [Odman and Ingram, 1996] regional
photochemical model is driven by meteorological fields
from the MM5 model and is similar to the CMAQ (Com-
munity Multi-scale Air Quality) modeling system [Byun and
Ching, 1999]. The MAQSIP simulation analyzed here cov-
ers the eastern United States (Figure 1a), has 36 � 36 km2

resolution, and extends over June–August 1995 [Kasibhatla
and Chameides, 2000; Hogrefe et al., 2001a, 2001b]. There
are 22 vertical sigma levels up to 100 hPa, with a surface
layer 38 m deep and 11 layers below 1500 m. Boundary
conditions for O3 are 35 ppbv everywhere. Ozone chemis-
try is simulated with the Carbon Bond Mechanism [Gery et

al., 1989; Kasibhatla et al., 1997]. The emission inventory
is described by Houyoux et al. [2000]. Biogenic emissions
are from the Biogenic Emission Inventory System 2
(BEIS2) [Geron et al., 1994]. The simulation for the
summer of 1995 has been evaluated previously with surface
O3 observations from the AIRS network [Kasibhatla and
Chameides, 2000; Hogrefe et al., 2001b]. Hogrefe et al.
[2001a, 2001b] found that while seasonal mean concen-
trations are captured well, the variance is underestimated
with the largest bias in the southern part of the domain.
They found that the meteorological processes in MM5 are
well represented at synoptic timescales but not at the shorter
diurnal and intraday timescales, so that O3 cannot be
simulated properly at the latter scales.

2.2. GEOS-CHEM Model

[6] The GEOS-CHEM global model of tropospheric
chemistry [Bey et al., 2001] uses assimilated meteorological
data from the NASA Goddard Earth Observing System
(GEOS). The simulation for June–August 1995 presented
here was described previously by Fiore et al. [2002a]. It
uses GEOS-CHEM version 3.3 (http://www-as.harvard.edu/
chemistry/trop/geos). There are 20 vertical sigma layers,
with five layers located below 2 km and a surface layer of
roughly 100 m depth. Simulations were conducted with
both 2� � 2.5� and 4� � 5� horizontal resolution. Anthro-
pogenic emissions for summer 1995 in the eastern United
States are from the Southern Appalachian Mountain Initia-
tive (SAMI) inventory [Ogburn et al., 2000; E. H. Pechan
and Associates, Inc., Development of SAMI 1990 base year
emissions inventory, draft report prepared for Southern
Appalachian Mountains Initiative, January 1999]. The
chemical mechanism is described by Bey et al. [2001] and
builds upon the heritage from Lurmann et al. [1986].
[7] Fiore et al. [2002a] presented an extensive evaluation

of the 2� � 2.5� GEOS-CHEM simulation with observa-
tions for O3 and precursor species over the United States. In
general, the model was found to capture the observed O3

frequency distributions and the relationships between O3

and its precursors with no evident systematic bias. The
model was shown to respond to fossil fuel emission changes
from 1980 to 1995 in a manner consistent with observed
trends. Weaknesses included (1) excessive convective mix-
ing over the Gulf of Mexico and the Caribbean, causing the
model to overestimate background O3 over the southeastern
states, and (2) poor resolution of the gradient in mixed layer
depths between land and ocean, resulting in an overestimate
of O3 in coastal urban grid boxes.

3. Ozone Data for the Summer of 1995

[8] Hourly records of O3 measurements for June–August
1995 between 1300 and 1700 local time (LT) were obtained
from 650 EPA AIRS sites over the eastern United States.
We focus on observations during the afternoon hours, which
are representative of a relatively deep mixed layer and are
thus best suited for model evaluation [Fiore et al., 2002a].
For comparison purposes, we average all available AIRS
observations over the respective horizontal grids of the
GEOS-CHEM and MAQSIP models, and obtain one aver-
age observed value per grid square per afternoon. For
comparison with GEOS-CHEM, the AIRS data were aver-
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aged first on a 0.5� � 0.5� grid in order to remove some of
the location bias in the observations resulting from the
clustering of monitors in urban locations and then averaged
onto the GEOS-CHEM grid. Only grid squares that contain
data for every afternoon of summer 1995 are considered for
further analysis.
[9] The left column of Figure 1 shows the mean observed

O3 concentrations. Values are highest in the industrial
Midwest and along the mid Atlantic seaboard. Concentra-
tions are lowest along the Gulf of Mexico, the upper
Midwest, and northern New England. Further discussion

of the features of the O3 observations is presented below in
the context of comparison to model results.

4. Model Versus Observations: General Statistics

[10] Figure 1 compares simulated and observed mean O3

concentrations for the MAQSIP, GEOS-CHEM 2� � 2.5�,
and GEOS-CHEM 4� � 5� models. The spatial statistics for
the fields in Figure 1 are presented in Table 1. The over-
estimates in coastal urban grid boxes in GEOS-CHEM were
previously discussed (section 2). All three models are too

Figure 1. Mean afternoon (1300–1700 LT) surface O3 concentrations (ppbv) in June–August 1995.
(left column) AIRS observations averaged onto the MAQSIP (36 � 36 km2) and GEOS-CHEM (2� �
2.5� and 4� � 5�) model grids. (middle column) Simulated fields from the MAQSIP and GEOS-CHEM
models. (right column) Difference between observed and simulated fields (model bias). The color scale is
designed to resolve regional features rather than extreme concentrations and saturates. The range of
observed values is 34–73 (MAQSIP), 31–66 (GEOS-CHEM 2� � 2.5�), and 33–63 (GEOS-CHEM
4� � 5�). The range of simulated values is 17–103 (MAQSIP), 34–74 (GEOS-CHEM 2� � 2.5�), and
32–67 (GEOS-CHEM 4� � 5�). The maximum differences are �28 and +43 ppbv (MAQSIP), �6 and
+26 ppbv (GEOS-CHEM 2� � 2.5�), and �3 and +12 ppbv (GEOS-CHEM 4� � 5�). See color version
of this figure at back of this issue.
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low over the south-central United States and too high in the
southeast. The higher correlation between model and ob-
served O3 fields as horizontal resolution decreases reflects a
smoothing of the data by averaging over the coarser grid
and does not imply that the coarser models offer a more
accurate simulation [Fiore et al., 2002a]. It does imply that
the models fare better at capturing the larger-scale features
of the O3 distribution. Spatial averaging removes the
smaller scale variability from the observations and the
model is then able to capture a larger percentage of this
reduced variance.
[11] The correlations between simulated and observed

daily summer afternoon O3 time series for each grid cell
in the MAQSIP and GEOS-CHEM models are displayed in
Figure 2. The correlation coefficients (r) range from 0.13 to
0.86 for MAQSIP, from 0.16 to 0.85 for GEOS-CHEM
2� � 2.5�, and from 0.33 to 0.81 for GEOS-CHEM 4� � 5�.
The highest correlations in MAQSIP are found along the
eastern seaboard, as previously discussed by Hogrefe et al.
[2001b]. The GEOS-CHEM model has the highest correla-
tions with observations in the inland eastern states because
it does not simulate well the coastal transition. The strong
correlation in the southeastern region shows that the pro-
cesses modulating O3 concentrations are captured by
GEOS-CHEM, despite the positive bias discussed above.
The correlation for the MAQSIP model is low in the
industrial midwest (southern Ohio and Indiana). This issue
has been extensively analyzed by Hogrefe [2000] without
reaching a conclusive explanation. As a check on whether
the higher resolution MAQSIP model yields a better pre-
diction of the larger-scale features, we averaged the 36 km2

MAQSIP O3 simulation onto both the 2� � 2.5� and 4� � 5�
GEOS-CHEM grids. We then correlated the daily afternoon
O3 time series for these coarse-resolution MAQSIP O3

concentrations with the AIRS data averaged onto the same
coarse grids. The correlation does improve (0.27–0.87 for
the 2� � 2.5� grid; 0.54–0.87 for the 4� � 5� grid), but the
distribution of high correlations near the coast and low
correlations in the industrial midwest remains similar to that
of the 36 km2 MAQSIP simulation.

5. Model Versus Observations: Empirical
Orthogonal Functions (EOFs)

5.1. Method

[12] In this section we further evaluate model results with
a principal component analysis (PCA) that decomposes the

O3 fields over the eastern United States into empirical
orthogonal functions (EOFs) characterizing space-time pat-
terns of variability [Yarnal, 1993]. A general description of
the application of PCA to geophysical fields is given by

Table 1. Spatial Statistics for Mean Afternoon O3 in Surface Air Over the Eastern United States in Summer 1995a

Statistic

MAQSIP grid 36 � 36 km2

(n = 263)
GEOS-CHEM grid 2� � 2.5�

(n = 80)
GEOS-CHEM grid 4� � 5�

(n = 28)

Model Observed Model Observed Model Observed

Mean, ppbv 60 56 59 52 56 51
Variance, ppbv2 89 62 42 66 55 69
Model bias ±1s, ppbv 4 ± 8 6 ± 6 5 ± 4
Correlation coefficient rb 0.59 0.70 0.90
Slope of regression linec 1.20 0.80 0.88

aStatistics are calculated from the mean June–August 1995 afternoon (1300–1700 LT) O3 concentrations shown in Figure 1. The observations are
averaged over the corresponding model grid. Only grid squares where observations are available for every summer day (June–August 1995) are used for
the statistics.

bCorrelation coefficient of simulated versus observed concentrations for the data in Figure 1.
cSlope a of the regression line [O3]model = a[O3]obs + b, calculated with the reduced major axis method [Hirsch and Gilroy, 1984] for the data in Figure 1.

Figure 2. Correlation coefficients (r) between the simu-
lated and observed daily afternoon (1300–1700 LT) mean
surface O3 concentrations during the summer of 1995. The
color bar is saturated at 0.2 and 0.8. See color version of this
figure at back of this issue.
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Wilks [1995]. We provide a brief summary here with an
explanation of our particular application to surface O3

concentrations.
[13] PCA is typically conducted on the ‘‘anomalies’’ (the

difference from some mean value) of geophysical fields. In
our case, we remove the summer mean O3 concentration
field defined by the mean values in each grid square. We
then construct a correlation matrix of elements rij represent-
ing the correlation of anomalies between grid square i and
grid square j over the 3-month record. The EOFs (also
referred to as ‘‘principal component loadings’’) are the
eigenvectors of the correlation matrix [Wilks, 1995] and
represent independent modes of variability. The eigenvalues
give the amount of variance explained by each eigenvector.
The sum of all eigenvalues equals the total variance in the
original data. The first EOF is defined as that accounting for
the maximum amount of variance in the data set. Successive
EOFs explain the maximum variance not accounted for by
preceding EOFs. Much of the variance can often be repre-
sented with only the first few EOFs, making PCA a useful
data reduction technique. Projection of the original daily
afternoon O3 concentration fields onto the EOFs defines the
principal components (PCs) [Wilks, 1995] (also referred to
as principal component scores); these time series describe
the temporal variation in the contribution of the associated
EOF to the total variance in the original data.
[14] Eder et al. [1993] previously applied PCA to daily

maximum surface O3 concentrations over the eastern United
States from April through October 1985–1990 in order to
isolate regions with statistically unique O3 characteristics.
They subjected the first six EOFs (which explained 64% of
the total variance) to an orthogonal Varimax rotation in
order to better segregate the areas with similar O3 concen-
tration characteristics. They found that two major patterns
of anticyclonic activity modulate O3 concentrations over
the eastern United States: (1) westward extension of the
Bermuda High, creating stagnant conditions that often
persist for 3–4 days over the southeastern and mid Atlantic
states, and (2) migratory anticyclones originating in Canada
and traversing the northeastern United States, causing
fluctuations in O3 concentrations on a shorter timescale
of 1–2 days. Other studies have also underscored the
importance of synoptic-scale weather systems, such as
frontal passages or quasi-stationary high-pressure systems,
in contributing to the observed variability of O3 concen-
trations over the eastern United States [Logan, 1989;
Vukovich, 1995, 1997; Cooper and Moody, 2000].

5.2. Application

[15] We follow the general approach of Eder et al. [1993]
and extract the EOFs and PCs from the AIRS observations
and model fields for June–August 1995 discussed in the
previous section. We find that our first three Varimax-
rotated EOFs together usually account for over 50% of
the variance; the EOFs beyond the third individually ac-
count for less than 10% of the total variance and are
excluded from further consideration based upon a scree
graph analysis [Wilks, 1995]. The results are shown in
Figures 3a–3c for the three model grids: the left column
shows the EOFs derived from aggregating the AIRS data
onto each model grid and the center column shows the
EOFs derived from the O3 concentrations simulated by each

model. The fraction of variance explained by the first three
EOFs increases as the spatial resolution decreases, both in
the observations and in the models, presumably because the
spatial averaging removes finer-scale, less regionally coher-
ent contributions to the O3 variability.
[16] The first EOF identifies a longitudinal gradient as a

major factor of variability for O3 in the eastern United States
(east-west EOF, top left panel of Figure 3a). When the
principal component time series (solid line, top right panel)
peaks, this east-west EOF is strongly expressed, and O3

concentrations are elevated along the east coast (where the
EOF is shown in red) and are low in the central part of the
country (where the EOF is shown in blue). The pattern is
reversed when the time series is minimum, with high O3

concentrations over the central states and lower concentra-
tions along the east coast. This east-west EOF appears to
reflect the passage of cold fronts traversing the region along
the EOF gradient from west to east; examination of daily
surface weather maps from the summer of 1995 [National
Weather Service, 1995] confirms that cold fronts were
present on days when the PC time series peaks and that
stagnant conditions (conducive to O3 buildup) prevailed
over the central states on days corresponding to troughs in
the PC time series. Vukovich [1995, 1997] and Cooper and
Moody [2000] previously emphasized the role of frontal
systems in determining O3 variability over the eastern
United States.
[17] The second EOF highlights the industrial Midwest

and the Northeast (midwest-northeast EOF, middle left
panel of Figure 3a) as a coherent region. The corre-
sponding PC (solid line, middle right panel of Figure 3a)
peaks on 18 June, 12–13 July, and 1 August, corre-
sponding to three major O3 episodes over the mid Atlantic
states in the summer of 1995 [Ryan et al., 1998]. The
troughs of this time series correspond to clean conditions in
the midwest-northeast region. Inspection of daily surface
weather maps [National Weather Service, 1995] suggests
that airflow was from the northwest on these days; this
result is consistent with previous findings that the lowest
O3 concentrations in the northeast are associated with clean
air from northern Canada [Logan, 1989].
[18] The pattern of our midwest-northeast EOF suggests

that a pollution transport pathway links the Midwest to the
Northeast, causing these regions to vary together. Eder et al.
[1993] found that O3 variability in this region is governed
by migratory high-pressure systems that originate in Canada
and typically spend less than 2 days over the region. Further
evidence for this hypothesis is provided by Moody et al.
[1998] who found from trajectory cluster analysis that high
summertime O3 concentrations over central Massachusetts
are highly correlated with transport from the west (more so
than with transport from the southwest). This westerly
transport pathway is characterized by sunny conditions
and moderate wind speeds, conducive to O3 production
and accumulation [Moody et al., 1998]. A similar conclu-
sion was reached by Sistla et al. [2001], who summarize an
analysis of meteorological fields from the summer of 1995
[Sonoma Technology Inc., 1999].
[19] The third EOF (southeast EOF, bottom left panel of

Figure 3a) isolates the southeastern United States as a
region that varies coherently. Logan [1989] previously
showed that there is little correlation between O3 concen-
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trations in the southeast and in the northeast and attributed
this result to the different processes responsible for produc-
ing low O3 concentrations in the two regions: the influence
of clean air from Canada in the northeast versus clean air
from the Atlantic in the southeast. The mid July peak in the
southeast PC time series (solid line, bottom right panel of
Figure 3a) corresponds to a documented high-O3 event over
the southeast region [Olszyna et al., 1998], suggesting that
the southeast EOF is most likely associated with regional
stagnation. Indeed, the peaks in the southeast PC on 15 and
19 July and 17, 18, and 30 August are all associated with
relatively weak high pressures over the region, while the
troughs coincide with rain according to daily weather maps
[National Weather Service, 1995]. Our findings are consis-
tent with those of Eder et al. [1993], who postulated that

variability in O3 concentrations in this region is controlled
by stagnant conditions associated with the westward exten-
sion of the quasi-permanent Bermuda High pressure.
[20] The EOFs from the AIRS observations at 2� � 2.5�

and 4� � 5� resolution (left columns of Figures 3b and 3c)
are similar to those at the 36 � 36 km2 resolution, but the
midwest-northeast and southeast EOFs are switched in
order of importance at the 4� � 5� resolution (Figures 3b
and 3c). We attribute this switch to the larger scales of
motion responsible for the southeast EOF than for the
midwest-northeast EOF; the latter tend to be smoothed
out over the coarse grid. Examination of the PCs for the
AIRS observations averaged over both resolutions of the
GEOS-CHEM grid (Figures 3b and 3c) reveals a similar
temporal pattern as over the MAQSIP grid, but the ampli-

Figure 3a. (left and middle columns) The first three Varimax-rotated EOFs and (right columns)
associated PCs as derived from daily afternoon average (1300–1700 LT) surface O3 concentrations for
the summer of 1995 (left) in the observations averaged on the MAQSIP model grid and (middle) in the
MAQSIP model. The percentage of total variance explained by the individual EOFs is shown. The right
column shows the PCs (temporal variation in the strength of the EOFs, solid lines) derived from the
observations and the corresponding time series (dotted lines) obtained from projecting the simulated daily
summer afternoon O3 concentrations onto the (left column) observationally derived EOFs. See color
version of this figure at back of this issue.
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tude of the PCs is dampened as resolution increases. The
similar features in the EOFs and PCs derived from the
observations at all horizontal resolutions indicate that
the same fundamental processes are responsible for the
observed variability of O3 at all scales.
[21] We now turn to the simulations of the EOFs by the

models. Both the MAQSIP and GEOS-CHEM models
capture the longitudinal gradient of the east-west EOF
(upper middle panels of Figure 3a), but the GEOS-CHEM
model additionally highlights the Northeast within this EOF.
It is possible that the GEOS-CHEM model is mixing
together the first two observationally derived EOFs, placing
a northeast enhancement on top of the longitudinal gradient.
The MAQSIP model successfully captures the midwest-
northeast EOF, but the GEOS-CHEM model displaces this
EOF to the west. The southeast EOF is reproduced at all
model resolutions (bottom middle panels of Figures 3a–3c).
[22] We correlate the simulated and observed EOFs to

evaluate how well the models capture the spatiotemporal
patterns of O3 variability. Correlation statistics are given in
Table 2; a slope of unity accompanied by a high coefficient

of determination (r2) signals a good match. The slope
reveals whether the model exhibits any bias in its represen-
tation of the underlying processes, whereas the r2 gives the
amount of variance in the observationally derived EOFs that
is captured by the model. The MAQSIP model reproduces
well all three EOFs (r2 of 0.76–0.86, slopes of 1.0). The
GEOS-CHEM model at 2� � 2.5� resolution captures
the east-west and southeast EOFs, but the resolution of
the midwest-northeast EOF is degraded. In the 4� � 5�
model, the east-west EOF is degraded, and the midwest-
northeast EOF is missed completely; the southeast EOF is
still well reproduced.
[23] We examined the ability of the models to reproduce

the time series describing the strength of each EOF on
every summer day (1 June through 30 August). The time
series shown as dotted lines in the right column of Figures
3a–3c were obtained by projecting the simulated O3 fields
onto the observationally derived EOFs. This approach
avoids introducing the model bias from the simulated EOFs
into this evaluation. The corresponding statistics are shown
in Table 2. MAQSIP reproduces the variability in the

Figure 3b. Same as Figure 3a but for the 2� � 2.5� resolution of GEOS-CHEM. See color version of
this figure at back of this issue.
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observed PCs for all three EOFs (r2 = 0.57–0.68). Although
GEOS-CHEM does not capture the midwest-northeast EOF,
it has some success in matching the observationally derived
PC (r2 = 0.44–0.54) when the simulated O3 fields are
projected onto the EOF derived from the observations. It
does even better at capturing the temporal variability in the
east-west and southeast PCs (associated with frontal pas-
sages and southeast stagnation, respectively), with r2 in the

range of 0.68–0.78. We conclude that all three models
capture the conditions responsible for the timing of regional
scale high-O3 episodes.

6. Conclusions

[24] We have conducted a statistical analysis of observed
and simulated afternoon O3 concentrations in the eastern

Figure 3c. Same as Figure 3a but for the 4� � 5� resolution of GEOS-CHEM. See color version of this
figure at back of this issue.

Table 2. Correlation Statistics for Simulated Versus Observed O3 Empirical Orthogonal Functionsa

Correlation
Statistic

MAQSIP Grid
36 � 36 km2

GEOS-CHEM
2� � 2.5�

GEOS-CHEM
4� � 5�

r2 Slope r2 Slope r2 Slope

East-west EOF 0.86 1.0 0.74 1.2 0.55 1.2
PC 0.60 0.9 0.68 1.0 0.71 0.9

Midwest-northeast EOF 0.76 1.0 0.27 1.0 0.01 1.1
PC 0.57 0.8 0.54 0.8 0.44 0.8

Southeast EOF 0.80 1.0 0.90 1.0 0.88 1.0
PC 0.68 0.7 0.78 1.0 0.77 1.0

aTable 2 gives coefficients of determination (r2) and slopes of regression lines for the simulated versus observed empirical orthogonal functions (EOFs)
and their associated time series (PC). PC comparisons are for the modeled and observed data projected onto the EOFs derived from observations. The
reduced major axis method is used to calculate slopes of regression lines (lines of organic correlation) [Hirsch and Gilroy, 1984]. Table 2 summarizes the
ability of the MAQSIP and GEOS-CHEM models to reproduce the three principal EOFs (east-west, midwest-northeast, and southeast) in the O3

observations over the eastern United States in summer 1995 averaged over the corresponding model grids.
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United States for the summer of 1995 at three horizontal
resolutions: (1) 36 � 36 km2 with the regional MAQSIP
model, (2) 2� � 2.5� with the global GEOS-CHEM model,
and (3) 4� � 5� GEOS-CHEM. We find that degrading the
horizontal resolution does not introduce systematic bias in
the O3 simulation. Previous work has shown that although
the coarse resolution models cannot resolve local maxima,
they can describe successfully regional scale high-O3 events
[Fiore et al., 2002a]. Here we find that temporal and spatial
correlations between simulated and observed O3 concen-
trations (averaged onto the corresponding model grid)
improve as resolution coarsens. We conclude that the
large-scale processes modulating O3 concentrations are
easier to capture in models than processes occurring at
smaller scales, irrespective of model resolution.
[25] We applied principal component analysis (PCA) to

identify the fundamental modes of variability (EOFs) in the
observations at the three horizontal resolutions and in the
corresponding models. The first three Varimax-rotated EOFs
in the observations capture over 50% of the variance in O3

concentrations over the eastern United States in summer
1995, and they are similar at all three spatial resolutions.
They appear to represent (1) cold fronts moving longitudi-
nally across the eastern United States (east-west EOF), (2)
transport from the midwest to the northeast associated with
migratory high-pressure systems traversing the region (mid-
west-northeast EOF), and (3) southeast stagnation associated
with westward extension of the Bermuda high-pressure
system (southeast EOF). The similarity between the EOFs
and PCs derived from the observations at all three horizontal
resolutions indicates that the same fundamental processes are
responsible for the observed variability of O3 at all three
scales.
[26] A PCA of the simulated O3 fields at the three

resolutions reveals that the MAQSIP model matches closely
the EOFs and PCs derived from observations. The GEOS-
CHEM model at 2� � 2.5� resolution reproduces the south-
east and east-west EOFs but displaces the midwest-northeast
EOF. At the 4� � 5� resolution, GEOS-CHEM still captures
the southeast EOF, but degrades the east-west EOF and
loses the midwest-northeast EOF. Even when GEOS-
CHEM does not properly describe the observed EOFs, it still
captures the corresponding PCs (r2 = 0.44–0.78) when
the model fields are projected onto the observationally
derived EOFs. We conclude from this result (the time series
in Figure 3) that the coarse models capture the synoptic-
scale processes responsible for the observed temporal
variability of O3 concentrations, including high-O3 epi-
sodes. We also conclude that analysis of EOFs derived
from observed versus simulated O3 fields provides a useful
metric for evaluating models.
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Figure 1. Mean afternoon (1300–1700 LT) surface O3 concentrations (ppbv) in June–August 1995.
(left column) AIRS observations averaged onto the MAQSIP (36 � 36 km2) and GEOS-CHEM (2� �
2.5� and 4� � 5�) model grids. (middle column) Simulated fields from the MAQSIP and GEOS-CHEM
models. (right column) Difference between observed and simulated fields (model bias). The color scale is
designed to resolve regional features rather than extreme concentrations and saturates. The range of
observed values is 34–73 (MAQSIP), 31–66 (GEOS-CHEM 2�� 2.5�), and 33–63 (GEOS-CHEM 4��
5�). The range of simulated values is 17–103 (MAQSIP), 34–74 (GEOS-CHEM 2� � 2.5�), and
32–67 (GEOS-CHEM 4� � 5�). The maximum differences are �28 and +43 ppbv (MAQSIP), �6 and
+26 ppbv (GEOS-CHEM 2� � 2.5�), and �3 and +12 ppbv (GEOS-CHEM 4� � 5�).

FIORE ET AL.: EVALUATING OZONE SIMULATIONS WITH EOFS

ACH 10 - 3



Figure 2. Correlation coefficients (r) between the simulated and observed daily afternoon (1300–
1700 LT) mean surface O3 concentrations during the summer of 1995. The color bar is saturated at 0.2
and 0.8.
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Figure 3a. (left and middle columns) The first three Varimax-rotated EOFs and (right columns)
associated PCs as derived from daily afternoon average (1300–1700 LT) surface O3 concentrations for
the summer of 1995 (left) in the observations averaged on the MAQSIP model grid and (middle) in the
MAQSIP model. The percentage of total variance explained by the individual EOFs is shown. The right
column shows the PCs (temporal variation in the strength of the EOFs, solid lines) derived from the
observations and the corresponding time series (dotted lines) obtained from projecting the simulated daily
summer afternoon O3 concentrations onto the (left column) observationally derived EOFs.
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Figure 3b. Same as Figure 3a but for the 2� � 2.5� resolution of GEOS-CHEM.
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Figure 3c. Same as Figure 3a but for the 4� � 5� resolution of GEOS-CHEM.
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