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Abstract

Solid-state quantum systems based on Josephson junctions, electronic spins and nuclear spins are among the leading candidates for realizing quantum bits (qubits) in a scalable manner. Despite recent demonstrations of few-qubit quantum registers with these systems, efficient photon-mediated entanglement generation between remote quantum registers remains an outstanding challenge. In this thesis, we develop a platform based on diamond color centers coupled to nanophotonic devices to address this challenge. To realize coherent atom-photon interactions, we first develop an improved understanding of the impact of the solid-state environment on the optical transitions of nitrogen-vacancy (NV) and silicon-vacancy (SiV) color centers in diamond. By investigating the interaction of defect orbitals with phonons and electric fields, we identify the necessary symmetry and temperature conditions at which atom-like, transform-limited optical transitions can be achieved. We show that the inversion symmetry of the SiV center results in a vanishing static electric dipole moment and protects optical transitions from electric field fluctuations arising from the solid-state environment. The reduced sensitivity to electric field noise results in spectrally-stable optical transitions for SiV centers, even in nanostructures. We use these properties and bright zero-phonon line emission to efficiently generate indistinguishable photons.
from separate SiV centers. These results establish SiV centers as superior optical emitters compared with NV centers both in terms of brightness and spectral stability. We next integrate SiV centers into diamond nanophotonic structures and demonstrate strong atom-photon interactions in the high-cooperativity regime of cavity quantum electrodynamics. We use ion implantation to create SiV centers with coherent optical transitions in diamond photonic crystal cavities. The strongly coupled SiV-cavity system is used to realize a quantum-optical switch that is nonlinear at the single-photon level. Finally, we demonstrate entanglement generation between two SiV centers in a single diamond waveguide based on detection of indistinguishable photons.
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Chapter 1

Introduction

1.1 Background

The past few decades have witnessed major advances in the isolation and coherent control of individual quantum systems ranging from neutral atoms, ions, and single-photons to Josephson junction based circuits and electron spins in solids[1, 2]. The ability to control single quantum systems has opened up new possibilities in quantum information processing and simulation[3, 4], quantum-enhanced sensing[5, 6] and quantum communication[7, 8].

Many of these applications require not only the control of isolated quantum bits (qubits), but also controllable interactions between multiple qubits. A variety of techniques have been developed to create such interactions between qubits separated at the sub-millimeter scale. Example approaches include dipole-dipole interactions between neutral atoms[9, 10], phonon-mediated interactions in trapped ion crystals [3, 11] and photon-mediated interactions in cavity and circuit quantum electrodynamics.
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(QED) [12, 13, 14]. The state-of-the-art experiments have used these interactions to entangle up to a few tens of qubits using a bottom up approach[15, 16].

In order to scale these systems up, it will likely be necessary to distribute quantum information between remote nodes that each contain few qubits [8]. This has motivated the development of quantum network nodes where atom-like qubits that can store quantum information are interfaced with optical photons for distributing quantum information[17, 18, 19]. Such nodes also form the basis of quantum repeater architectures for long-distance quantum communication, where atom-like qubits are used as quantum memories for optical photons [20].

Optical interfaces for different qubit architectures are now being actively explored. Microwave-to-optical frequency conversion using mechanical transducers is being investigated to interface microwave qubits based on Josephson junctions with optical photons[19]. For optical emitters such as neutral atoms and trapped ions, cavity QED techniques have been developed to interface hyperfine qubits with optical photons[7, 21]. In this thesis, we extend these techniques to color centers in diamond and demonstrate key elements required to realize a solid-state quantum network node.

Color centers in diamond are part of a growing list of solid-state optical emitters[22] that include quantum dots[23], rare-earth ions[24], single molecules[25], and point defects in crystals[26]. The recent interest in solid-state emitters for quantum applications builds upon a long history of laser-science, optoelectronics and microscopy research. Since 1960s, transition-metal and rare-earth ions embedded in solids have found wide use as an optical gain medium [27] based on their weakly-allowed optical transitions[28, 29]. These studies enabled applications ranging from the development
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of optical amplifiers based on erbium-doped silica fibers (Er$^{3+}$:Silica fiber, gain at $\sim 1550$ nm) which form the basis of modern telecommunication infrastructure[30] to widely tunable solid-state lasers such as Ti:Sapphire lasers.

These spectroscopic studies of optical emitters in solids were primarily interested in understanding the optical properties and applications of ensembles of dopants and point defects[29, 31]. The desired properties for quantum applications, however, differ strongly from the desired properties of a gain medium. The ability to isolate and control single emitters is critical for realizing a two-level system that can be defined as a qubit. In order to achieve coherent atom-photon interactions based on single solid-state emitters, it is also necessary to identify systems with strong transition dipole moments (to have high radiative decay rates), weak static dipole moments (to minimize optical dephasing due to environmental noise), and weak vibronic coupling (to minimize phonon broadening). In addition, the presence of metastable spin sublevels is necessary to store quantum information.

By early 1990s, advances in optical spectroscopy and microscopy enabled the first major step in this direction, the optical detection of single molecules inside solid-state matrices[32, 25]. In the past two decades, these techniques have been extended to studies of quantum dots and nitrogen-vacancy (NV) color centers in diamond. These systems have shown promising spin and optical properties which made them leading candidates for use as a solid-state quantum network node[33].

Optically active quantum dots are mesoscopic semiconductor structures where electrons and holes are confined to result in a discrete, atom-like optical spectra[23, 34]. Self-assembled InGaAs quantum dots embedded in a GaAs matrix have strong
optical dipole transitions with excited state lifetimes in the range of \( \sim 1 \) ns. They can be integrated into nanophotonic structures\[35\] to achieve strong light-matter interactions at very high bandwidths\[36, 37\]. However, the spatial and spectral positions of these emitters are non-deterministic due to the self-assembly process\[35\].

Charged quantum dots also have spin degrees of freedom which can be used to store quantum information. The coherence of the optical quantum dot spin is limited by the high density nuclear spin bath in the host crystal which leads to an inhomogeneous spin dephasing timescale of \( T_2^* \) of \( \sim 2 \) ns and a coherence time (\( T_2 \)) of 1-3 \( \mu \)s using dynamical decoupling sequences\[38, 39, 40, 41\]. The few microsecond long coherence time limits the potential use of InGaAs quantum dots as quantum memories for long-distance quantum communication applications.

The nitrogen-vacancy (NV) color center in diamond consists of a substitutional nitrogen atom with a neighboring vacancy\[42, 26\]. The NV center has a spin-triplet ground state with a long coherence time of up to 2 ms at room temperature\[43\]. Interestingly, the NV spin can be optically polarized and read out at room temperature using off-resonant excitation\[44\]. The ability to initialize, coherently control and read out the NV spin at room temperature using a simple experimental setup resulted in its wide use in nanoscale sensing applications such as magnetometry and thermometry\[45, 46, 47\].

At cryogenic temperatures, about 4% of the NV fluorescence is emitted into a narrowband zero-phonon line (ZPL). For NV centers in bulk diamond, the linewidth of this ZPL transition can be close to the transform-limited linewidth of 13 MHz\[48\]. For NV centers that are close to surfaces (e.g. in a nanostructure), electric field noise
due to charge fluctuations in the environment results in spectral diffusion of the optical transitions and non-radiatively broadens the optical transition to a few GHz\cite{49, 50}. The 4\% emission probability into the ZPL and the factor of $\geq 100$ nonradiative broadening due to spectral diffusion reduce the resonant absorption cross-section of a near-surface NV center by a factor of $\geq 2500$ compared with an ideal two-level optical emitter. This poses a major challenge for realizing a nearly-deterministic spin-photon interface based on an NV center in a microphotonic device. In the past decade, efforts to overcome these challenges focused on integrating NV centers in photonic crystals\cite{51, 49, 52} or fiber-based Fabry-Perot cavities\cite{53, 50} for Purcell-enhancing the ZPL emission rate. In addition, methods to minimize the electric field noise originating from surfaces and fabrication-induced damage are being actively explored\cite{54}. In this thesis, we take a different approach and use a different color center, the silicon-vacancy (SiV) center, to address these challenges.

Among the hundreds of color centers in diamond\cite{42}, the silicon-vacancy center has received attention from the quantum optics community following the recent demonstration of bright (count rates exceeding 1 million photons per second), narrowband ($\sim 2$nm) single-photon emission at room temperature in Ref.\cite{55}. These properties made the SiV center the brightest single-photon source in diamond\cite{56}. In Chapters 4, 5, 6 and 7, we will present a detailed study of the optical coherence properties of the SiV center at low temperatures and demonstrate coherent atom-photon interactions in the high-cooperativity regime of cavity quantum electrodynamics.

Unlike the NV center whose molecular and electronic structure has been investigated since the 1970s\cite{57}, a microscopic model of the SiV center was only very
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recently developed[58, 59]. A detailed description of the electronic fine structure of the SiV center can be found in Ref. [60]. Spin properties of the SiV center were recently measured in Refs.[61, 62, 63] which have demonstrated a spin coherence time of about 50 − 100 ns at 4 K. In Chapter 5, we use cryogenic optical measurements to identify the electron-phonon processes that limit the spin coherence time and develop a microscopic model which predicts that longer spin-coherences can be achieved by operation at lower temperatures.

1.2 Overview of thesis

This thesis consists of six experimental projects that are each presented in a separate Chapter. In Chapter 2, we demonstrate that different NV centers can be tuned on resonance to generate indistinguishable photons. Despite the low coherent photon generation rates with NV centers, detection of indistinguishable photons from remote emitters enables distant entanglement generation. Following the publication of the results in this Chapter (see Ref.[64]), this approach was used to demonstrate remote entanglement generation[65] and a loophole-free Bell inequality violation using NV centers[66].

In Chapter 3, we study the interaction of the optical excited states of the NV center with the acoustic phonon bath of diamond. By measuring the phonon-induced relaxation rates between different orbitals, we identify the necessary conditions for high-fidelity indistinguishable photon generation. These studies also provide insights into the microscopic origin of the intersystem-crossing (ISC) which enables optical initialization of the NV spin at room temperature.
In Chapter 4, we demonstrate that SiV centers are significantly better compared with NV centers for indistinguishable photon generation. The inversion symmetry of the SiV center results in a vanishing permanent electric dipole moment for the orbital states and suppresses spectral diffusion. These properties and the bright ZPL transition are used to demonstrate two-photon interference from remote SiV centers with high coincidence rates.

In Chapter 5, we investigate the phonon-induced electronic dynamics of the SiV center. We find that the SiV spin strongly interacts with acoustic phonons in diamond and its coherence is limited by electron-phonon interactions at 4 K. We develop a microscopic model of phonon-induced relaxation processes for ground and optically excited states. This model predicts that SiV spin coherence can be extended by operation at sub-500 mK temperatures.

In Chapter 6, we show that SiV centers with high-quality optical properties can be created using Si$^+$ ion implantation. We fabricate nanophotonic devices around the implanted SiV centers and show that the spectral properties are maintained in nanostructures. These observations confirm that SiV optical transitions are robust against environmental noise as predicted in Chapter 4.

Chapter 7 describes the main results of this thesis. We demonstrate that a single SiV center in a diamond photonic crystal cavity can reach the high-cooperativity regime of cavity QED where near-deterministic spin-photon interfaces can be realized. We use this platform to realize a quantum-optical switch controlled by a single SiV center. We control the switch using SiV metastable states and observe optical switching at the single-photon level. Next, we use Raman transitions to realize a single-
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photon source with a tunable frequency and bandwidth in a diamond waveguide. By measuring intensity correlations of indistinguishable Raman photons emitted into a single waveguide, we observe a quantum interference effect resulting from the superradiant emission of two entangled SiV centers. These results are first demonstrations of a high-cooperativity cavity QED experiment with a color center and photon-mediated entanglement generation between two emitters in a single nanophotonic device.

We conclude in Chapter 8 with a discussion of current and future research directions to improve the performance of SiV centers as well as studies of new color centers.
Chapter 2

Quantum interference of single photons from remote nitrogen-vacancy centers in diamond

2.1 Introduction

The interference of two identical photons impinging on a beamsplitter leads to perfect coalescence where both photons leave through the same output port. This fundamental effect, known as Hong-Ou-Mandel (HOM) interference [67], is a consequence of bosonic statistics for indistinguishable particles. HOM interference has been demonstrated using single photon pairs from parametric down-conversion [67] and delayed photons from a single photon source [34, 68, 69]. HOM interference has
recently drawn attention as a resource for entanglement generation between distinct single-photon emitters with many potential applications in quantum information science [70]. The effect has been observed for photons emitted by pairs of atoms [71] and trapped ions [72], and has been used for entanglement generation of remote trapped ions [73]. While isolated atoms and ions, which are nominally identical, are a natural source of indistinguishable photons, extending these ideas to condensed matter systems can be challenging since two solid-state emitters are generally distinguishable because of their different local environments. This chapter demonstrates quantum interference of two photons produced by nitrogen-vacancy (NV) impurities in distinct diamond samples separated by two meters. Complementing the recent work involving other solid-state systems [74, 75, 76, 77], the present solid-state realization is particularly significant, since electronic and nuclear spins associated with NV centers can be used as a robust solid-state qubit memory, yielding potential scalable architectures for quantum networks [78, 79]. Specifically, in combination with a recent demonstration of spin-photon entanglement [80], the present work paves the way for entanglement generation between remote solid-state qubits.

Unlike those associated with atoms in free space, the optical properties of NV centers embedded in a solid state vary substantially from emitter to emitter, especially in distinct samples. This inhomogeneity is due to variation in the local environments of NV centers and, in particular, to variation in the local strain. Furthermore, coincidence experiments are limited by the collection efficiency for light emitted by the NV center. While a wide variety of approaches are currently being explored to enhance the collection efficiency [81, 82, 51, 83], we here utilize solid immersion lenses (SILs)
Figure 2.1: Schematic of the apparatus. Two diamond SILs containing multiple NV centers are housed in continuous helium flow cryostats 2 m apart. Each SIL is addressed by a separate confocal microscopy setup, which includes an arm for excitation at 532 nm, a collection arm for the phonon sideband (PSB), and a collection arm for the zero-phonon line (ZPL). The ZPL collection arm is coupled through a half-wave plate (HWP) into a polarization-maintaining single-mode 50:50 fiber beamsplitter. The two beamsplitter output arms are connected to a pair of avalanche photodiodes (APDs), completing the Hanbury Brown and Twiss detection setup. An excitation laser at 637 nm is connected in place of ZPL APD 2 to acquire the absorption scan spectra. Electrodes for electric field tuning are installed in one cryostat. The inset shows a simplified level structure, including non-resonant excitation into the excited state PSB at 532 nm, emission into the ground state PSB, and resonant excitation and emission into the ZPL at 637 nm.

fabricated from bulk diamond [84] to facilitate the efficient collection of narrowband photons with identical properties from distant diamond samples. The SILs improve the collection efficiency in the relevant frequency range by an order of magnitude by minimizing total internal reflection at the air-diamond interface, which is significant because of the high refractive index \(n_d = 2.4\) of the diamond host. Very recently, microfabricated SILs have been used to observe HOM interference from two NV centers separated by roughly 20 µm on the same diamond chip [74].
In our experiment, we use two 1.0-mm diameter SILs that are fabricated from bulk electronic grade diamond and cut along the (100) crystal plane. The SILs are placed in continuous flow helium cryostats that are separated by two meters, as shown in Fig. 2.1. Resonant excitation with an external-cavity diode laser at 637 nm and fluorescence detection of PSB emission reveal linewidths in the range of 50-250 MHz for individual transitions of NV centers in both SILs. These are comparable to narrowest linewidths observed in both synthetic and natural bulk diamond samples [85, 48].

2.2 Identical photons from two NV centers

To obtain identical photons from two NV centers, the NV centers need to have transitions that are spectrally overlapping, and the emission from these individual transitions for each NV needs to be isolated. By performing simultaneous absorption scans on NV centers in the two SILs with a single laser, we can directly measure the relative detuning of their optical transitions. In our experimental sequence, a 5 µs pulse of green light initializes the NV center into the electronic spin sublevel of the triplet ground state with \( m_s = 0 \) (\(|0\rangle\) [86]). Therefore, we only collect fluorescence from the NV center when the laser is resonant with transitions from the \(|0\rangle\) state to the \(|E_x\rangle\) or \(|E_y\rangle\) states, as shown in inset of Fig. 2.1 [87]. We select a pair of NV centers such that one transition in the first NV center is resonant with one transition in the second.

For the HOM measurement, we excite the NV centers with green light and we want to collect ZPL emission only from the selected pair of resonant transitions. The
linear and orthogonal polarization selection rules of the $|0\rangle \leftrightarrow |E_x\rangle$ and $|0\rangle \leftrightarrow |E_y\rangle$ transitions allow us to select the emission from one of these transitions by inserting linear polarizers into the ZPL collection arms [85] and setting the Objective HWPs, shown in Fig. 2.1, to the correct angles. Because the ZPL collection used to measure the HOM interference and the resonant excitation used to perform the absorption scans follow the same optical path, we can use the absorption scans to set the correct polarization angle for the ZPL collection. Therefore, we can selectively collect photons emitted from the desired transitions under non-resonant excitation with green light.

We next demonstrate control over the optical properties of NV pairs to compensate for strain-induced spectral inhomogeneities. We make use of the DC Stark effect to actively tune the selected transitions into resonance [48, 88]. Electric fields perpendicular to the NV axis vary the splitting between $|E_x\rangle$ and $|E_y\rangle$ states and parallel fields shift both transitions together, as shown in the inset of Fig. 2.1. This allows complete control over the optical transition frequencies [89, 88]. In order to apply the desired electric field, we place one of the SILs on top of a silicon wafer deposited with four electrodes, comprised of 40 nm Au on a Cr adhesion layer. The gate geometry is shown in Fig. 2.2(a). We apply a bias voltage, $V_{\text{app}}$, on one of the electrodes while keeping the other three grounded. In Fig. 2.2(b), the $|0\rangle \leftrightarrow |E_x\rangle$ transition of NV1 (blue) is tuned across the $|0\rangle \leftrightarrow |E_x\rangle$ transition of NV2 (red) by varying the applied voltage $V_{\text{app}}$ from -30 V to 50 V. At $V_{\text{app}} = -2.9$ V, shown in Fig. 2.2(c), the detuning between the two transitions is reduced to 25 MHz from an initial value of 270 MHz. We measured linewidths of 85 MHz for NV1, which was tuned, and 217 MHz for NV2, which was not tuned. Similarly, we did not observe a systematic change of the
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Figure 2.2: Electric field tuning of optical transitions. (a) Four Cr/Au gates deposited on silicon. The central gap has a diameter of 150 μm. In this experiment, only one of the gate voltages was swept while the others were kept grounded. (b) Absorption scans for different applied gate voltages. The gate voltage $V_{\text{app}}$ is varied from -30 to 50 V for NV1. The $|0\rangle \leftrightarrow |E_x\rangle$ transition of NV1 (blue) is tuned across the $|0\rangle \leftrightarrow |E_x\rangle$ transition of NV2 (red). For different $V_{\text{app}}$, absorption scan plots are offset by 0.1 for clarity. (c) Linewidth measurement under electric field tuning. On resonance, the measured linewidths are $85 \pm 2$ MHz for NV1 (blue) and $217 \pm 4$ MHz for NV2 (red). The detuning of the optical transitions in two samples is $25 \pm 2$ MHz. (d) Linewidth measurement for the NV centers used for the HOM measurement. The measured linewidths are $88 \pm 3$ MHz (green) and $106 \pm 4$ MHz (orange), and the detuning is $93 \pm 10$ MHz without electric field tuning.
linewidths with applied external fields in several other NV centers.

Electric field tuning, however, limits the duty cycle when used in combination with green excitation. Here, the green excitation ionizes charge traps in the diamond lattice [88], and these charge dynamics limit the duty cycle during which we can collect fluorescence at the tuned frequency to 50%. For this reason, for the HOM measurement we selected NV centers whose transitions, shown in Fig. 2.2(d), are inherently detuned by $93 \pm 10$ MHz with linewidths of $88 \pm 3$ MHz and $106 \pm 4$ MHz, which eliminates the need for electric field tuning and allows us to run the experiment without reducing the duty cycle.

### 2.3 Demonstration of HOM interference from two NV centers

To demonstrate HOM interference, we apply CW excitation at 532 nm to the two NV centers whose absorption spectra are shown in Fig. 2.2(d). To confirm that we are addressing one single-photon emitter in each SIL, we infer the normalized, second-order autocorrelation function $g^{(2)}_{PSB}(\tau)$ in a standard Hanbury Brown and Twiss setup by splitting the PSB emission in a 50:50 beamsplitter. We expect $g^{(2)}_{PSB}(0) = 0$ for an ideal single-photon source, and the single-photon nature of the emission is confirmed in Figs. 2.3(a,b). We ensure that the ZPL emission from the two NV centers is indistinguishable in frequency through spectral and polarization filtering, as described above. The filtered emission from each NV center is sent to an individual input port of a polarization-maintaining fiber-based beamsplitter. We balance the
Figure 2.3: (a,b) Single emitter second-order autocorrelation functions, $g_{PSB}^{(2)}(\tau)$, of the PSB emission, inferred for the two NV centers used for the HOM measurement. (c,d) Demonstration of HOM interference from remote NV centers in the (c) distinguishable case and (d) indistinguishable case. The dashed lines indicate the limit expected from independent distinguishable single photon sources at $\tau = 0$. Solid lines are a fit to the data based on the model described in the text. Error bars are estimated based on shot noise. The data is recorded with 64 ps bins, but for presentation has been binned to 192 ps for $|\tau| < 10$ ns and 3.84 ns bins for $|\tau| > 10$ ns. The data is independently analyzed for both 64 ps bins, and 192 ps bins and the parameter estimates for the fits are in very good agreement.
emission intensity by adjusting the green excitation intensity for each NV center inde-
dependently to obtain 1100 counts per second (cps) per emitter at each output port of
the beamsplitter. An additional HWP in one setup is used to adjust the polarization
matching of the photons at the beamsplitter. The output ports of the beamsplitter
are connected to single photon detectors with timing resolution below 100 ps. The
cross-correlation between these detectors is evaluated using a Time-Correlated Single
Photon Counting Module with a resolution of 64 ps.

We use the approach described in [75] to analyze the interference data presented
in Figs. 2.3(c,d). The expected form of the two-emitter cross-correlation function,
g(2)(\tau), is determined by the autocorrelation functions g^{(2)}_{\text{PSB}}(\tau) of the individual emit-
ters, the signal-to-noise ratio, and the degree of distinguishability of photons emitted
by the two NV centers. We fix most parameters in our model using independent
measurements, as described below, and fit for the visibility of the HOM interfer-
ence. This visibility, which is extracted from the value of g^{(2)}(0), is a measure of the
indistinguishability of the photon pairs. Ideally, g^{(2)}(0) = 0 for a pair of indistin-
guishable photons, but the minimal observable g^{(2)}(0) value increases in the presence
of experimental noise, as described below. When the photons are distinguishable and
the light intensity in both arms is balanced, the correlation measurement will yield
g^{(2)}(0) = 0.5 [75]. Measuring the cross-correlation function in the distinguishable
case is equivalent to measuring the autocorrelation function of one emitter while the
non-interfering emission from the other acts as uncorrelated noise, raising g^{(2)}(0) from
0 to 0.5. Therefore, a measurement of g^{(2)}(0) < 0.5 indicates quantum interference
between photons emitted by the two single photon sources.
Figures 2.3(c,d) show $g^{(2)}(0)$ for two different settings of the HWP angle. In Fig. 2.3(c), the angle is selected such that the emissions from the two NV centers are distinguished by their polarization, yielding $g^{(2)}_{\perp}(0) = 0.52 \pm 0.04$. In Fig. 2.3(d), the photons are indistinguishable when their polarizations are parallel, yielding $g^{(2)}_{\parallel}(0) = 0.34 \pm 0.04$. In terms of the visibility of the HOM interference, defined as $\eta = \left[ g^{(2)}_{\perp}(0) - g^{(2)}_{\parallel}(0) \right] / g^{(2)}_{\perp}(0)$, we find $\eta = 35 \pm 9\%$. This $\eta > 0$ clearly demonstrates quantum interference between photons emitted by two NV centers separated by 2 m.

We next turn to the detailed discussion of our experimental observations. We first consider the sources of noise that will cause our result to deviate from the ideal case $g^{(2)}_{\parallel}(0) = 0$. The APD dark counts and fluorescence background from our samples will lead to coincidence events, independent of the emission from the NV centers. Background light and the dark counts of our detectors contribute 80 cps out of the total 1100 cps signal, raising $g^{(2)}_{\parallel}(0)$ to 0.14. Because the NV center spin is not perfectly polarized under green illumination [86], we expect to collect emission from other transitions (e.g. $|A_2\rangle$ to $|m_s = \pm 1\rangle$); since this emission is assumed to be circularly polarized, it is only partially filtered by the polarizer. Emission from other transitions at different frequencies raises the value of $g^{(2)}_{||}(0)$ by 0.07. Finally the polarization-maintaining fiber-based beamsplitters introduce rotations to the polarization of the emission, which increases the distinguishability of the two photons. This contribution raises the $g^{(2)}_{\parallel}(0)$ value by another 0.07. Considering these factors, we expect experimental imperfections to raise $g^{(2)}_{\parallel}(0)$ value to 0.29, which is in a very good agreement with our experimental observations.

The behavior of the measured $g^{(2)}_{\parallel}(\tau)$ for $\tau$ longer than $1/\gamma$, where $\gamma$ is the inverse
lifetime of the emitter, is determined solely by the autocorrelation functions for the individual emitters. Using the model described in [90], we extract parameters from the two-emitter cross-correlation datasets [Figs. 2.3(c,d)] that are in good agreement with those extracted from the single-emitter autocorrelation datasets [Figs. 2.3(a,b)]. The HOM interference only occurs within a window around $\tau = 0$ whose width is determined by the bandwidth of the photons emitted from each NV center. In our model, we assume that the emission from the two NV centers is radiatively broadened with bandwidth $\sim \gamma$, and that the center frequencies of the emitted photons are random and different for subsequent emissions. We assume the distribution of the center frequencies is given by the Lorentzian profile that we fit to the absorption spectra shown in Fig. 2.2. Thus the HOM interference has an expected $1/e$ fullwidth of 2.4 ns. We find that the estimated width agrees with our measured data.

### 2.4 Conclusions and outlook

In summary, we have demonstrated the generation of indistinguishable photons from two spatially separated NV centers. Combined with the recent demonstration of entanglement between the electronic spin of an NV center and the polarization of a photon [80], our work paves the way for optically mediated generation of entanglement between remote solid-state quantum registers. The techniques demonstrated here have yielded improved collection efficiency, control of the NV centers’ optical transition frequencies via electric field tuning, and the ability to operate two independent setups simultaneously over three days of continuous data acquisition. The important figure of merit for an entanglement experiment is the time required to
generate an entangled pair with fidelity greater than 50%. Considering the resonant excitation scheme used in [80], and noting that it will likely result in stable and narrow optical linewidths [85], we estimate that one entangled spin pair can be created within roughly ten seconds. Improved photon collection techniques that are currently being developed [91] have the potential to increase this generation rate dramatically. Even with the currently estimated rates, though, the exceptionally long nuclear spin memory times of NV centers [92] may allow one to use such systems for the realization of solid-state, multi-node quantum networks.
Chapter 3

Phonon-induced population dynamics and intersystem crossing in nitrogen-vacancy centers

3.1 Introduction

The nitrogen-vacancy (NV) center in diamond has emerged as a versatile atomlike system, finding diverse applications in metrology and quantum information science at both ambient and cryogenic temperatures. At room temperature, the NV center has broad appeal as a sensor—e.g. for nanoscale, biocompatible thermometry [47], magnetometry [93], pressure sensing [94], and electric field sensing [95]. NV centers also have the potential to serve as quantum registers featuring high-fidelity quantum gates [96] and second-long coherence times [92]. All of these applications depend critically on a spin-dependent nonradiative transition into a metastable state, the
so-called intersystem crossing (ISC), which enables nonresonant optical initialization and readout of the electronic spin state. Despite theoretical [97] and experimental [97, 98, 99, 100] efforts, a detailed understanding of the microscopic ISC mechanism has remained an open question. Such an understanding may enable efforts to enhance the NV center’s optical initialization and readout fidelities, or to identify or engineer similar mechanisms in other solid-state defects.

In this chapter, we use resonant optical manipulation of an NV center at cryogenic temperatures to probe the NV center’s interaction with phonons in the diamond lattice. The NV center has a spin-triplet, orbital-singlet ground state (\(^3A_2\)) that is coupled optically to a spin-triplet, orbital-doublet excited state (\(^3E\)), as shown in
Fig. 3.1. We investigate the ISC from the $^3E$ manifold to the intermediate spin-singlet states ($|A_1\rangle$, $|E_{1,2}\rangle$) and phonon-mediated population transfer within the $^3E$ manifold. We first measure phonon-induced population transfer between $|E_x\rangle$ and $|E_y\rangle$, using the effectively closed three-level system shown in Fig. 3.1(b), to characterize phononic coupling to the orbital electronic state. We build on previous such measurements [85, 101], in which population transfer was not shown to be completely suppressed, by adopting techniques that enable highly coherent excitation of the NV center’s optical transitions [102, 65].

We next measure the fluorescence lifetimes of $|A_1\rangle$, $|A_2\rangle$, and $|E_{1,2}\rangle$ and find that the ISC rates from these states differ sharply. Based on these experimental observations, we develop a model of the ISC mechanism that combines spin-orbit coupling, phonon-induced electronic state transitions, and phonon-mediated lattice relaxation. Using our measured phonon-induced mixing rate as an input, we find excellent quantitative agreement between our model, our experimental results, and previous observations [97, 98, 99, 100].

In our experiment, we use a 1.0 mm diameter solid-immersion lens (SIL) that is fabricated from bulk electronic grade CVD diamond and cut along the (100) crystal plane [84]. The SIL is mounted in a continuous flow helium cryostat that allows us to vary the temperature from 4.8 K to room temperature. We use a laser at 532 nm for nonresonant initialization of the NV center’s charge and spin states, and two tuneable external-cavity diode lasers gated by electro-optical amplitude modulators to apply independent resonant pulses at 637 nm. Using photoluminescence excitation (PLE) spectroscopy, we resolve five of the six dipole-allowed $^3A_2 \rightarrow ^3E$ transitions; at zero
applied magnetic field and low strain, $|E_1\rangle$ and $|E_2\rangle$ are too close in energy for their transitions from $|\pm 1\rangle$ to be resolved.

### 3.2 Phonon-induced orbital relaxation in NV excited states

To measure the mixing rate between $|E_x\rangle$ and $|E_y\rangle$, we measure both the decay rate out of one of the states and the rate of population transfer between the two states. First, we measure the decay rate out of $|E_x\rangle$ by measuring the timescale $\tau_{\text{Rabi}}$ on which optical Rabi oscillations between $|0\rangle$ and $|E_x\rangle$ decohere. We apply resonant 60 ns pulses and record the arrival times of the resulting phonon sideband (PSB) photons (See Appendix A for details). The resulting optical Rabi oscillations are shown in Fig. 3.2(a).

The optical Rabi oscillation measurement is repeated at different temperatures. For each temperature, we fit $\tau_{\text{Rabi}}$ from the oscillation decay and extract $\Gamma_{\text{Rad}} = 1/\tau_{\text{Rad}}$ from the pulse’s falling edge, where $\tau_{\text{Rad}}$ is the radiative lifetime of $|E_x\rangle$. From these two values, we extract

$$\Gamma_{\text{Add}} = \Gamma_{\text{Mix}} + \Gamma_{T_2} = 2 \left( \frac{1}{\tau_{\text{Rabi}}} - \frac{3}{4} \Gamma_{\text{Rad}} \right),$$  \hspace{1cm} (3.1)

the additional decoherence rate of the Rabi oscillations due to processes other than optical decay to $|0\rangle$ [103]. $\Gamma_{\text{Mix}}$ and $\Gamma_{T_2}$ are the phonon-induced mixing and dephasing rates, respectively. The observed $T^5$ scaling of $\Gamma_{\text{Add}}$ in in Fig. 3.2(a) indicates that the additional Rabi decoherence is due primarily to mixing between $|E_x\rangle$ and $|E_y\rangle$ mediated by two $E$-symmetric phonons [104, 85]. We infer $\Gamma_{\text{Add}}/2\pi = -0.34 \pm 1.87$
Figure 3.2: Phonon-induced mixing between the $|E_x\rangle$ and $|E_y\rangle$ electronic orbital states. (a) The measured $\Gamma_{\text{Add}} = \Gamma_{\text{Mix}} + \Gamma_{T^2}$ as a function of temperature, with a fit to $\Gamma_{\text{Add}} \propto T^5$. The shaded region is the 95% confidence interval and the inset shows Rabi oscillations on the $|0\rangle \rightarrow |E_x\rangle$ transition measured at three temperatures, offset for clarity. (b) Background-subtracted fluorescence of $x$ (red) or $y$ (blue) polarization collected after resonant excitation to $|E_x\rangle$. Data were taken at $T = 5.0$ K (solid lines) and $T = 20$ K (dashed lines). The fits are simulations to the three-level system depicted in Fig. 3.1 and Appendix A.

MHz at 5.8 K (95% confidence interval), indicating that phonon-induced mixing is frozen out at low temperature. There also exists a one-phonon emission process whose contribution to the mixing rate scales as $\Delta_{xy}^2 T$ [104]. This contribution is negligible in our experiment because of the small density of states for phonons of frequency $\Delta_{xy} = 3.9$ GHz.

We also measure population transfer between $|E_x\rangle$ and $|E_y\rangle$ directly by measuring the depolarization of the emitted zero-phonon line (ZPL) fluorescence. ZPL photons emitted by decay from the $|E_x\rangle$ and $|E_y\rangle$ states have orthogonal linear polarizations.

1Although the one-phonon process contributes negligibly in this experiment, it may cause significant mixing in NV centers, such as those formed by nitrogen implantation or placed inside nanofabricated structures, where damage to the local crystalline structure may induce a large strain splitting. We note that this linear temperature scaling may be evident in the result of a previous measurement of phonon-induced mixing, which used NV centers with strain splittings of 8 to 81 GHz [85].
Figure 3.3: ISC rates from the $^3E$ triplet excited states. The inset shows the measured PSB fluorescence collected after excitation to $|A_1\rangle$, $|A_2\rangle$, and $|E_{1,2}\rangle$ measured at $T \sim 5$ K, normalized to a common peak height and fit to an exponential decay curve. The blue and red bands are fits with 95% confidence intervals to the phonon-induced mixing model described in the text, and the purple and green lines are placed at the mean values of the corresponding data sets.

(labeled $x$ and $y$). At 5 K and 20 K, we resonantly excite the NV center to $|E_x\rangle$ and collect fluorescence of $x$ and $y$ polarizations, as shown in Fig. 3.2(b). At both temperatures, the emission is $x$-polarized for small delays, indicating initial decay primarily from $|E_x\rangle$. The emission remains $x$-polarized at 5 K, whereas we observe that emission becomes depolarized at 20 K. Since emission polarization is directly related to excited state population, this is a direct observation of population transfer between $|E_x\rangle$ and $|E_y\rangle$. We compare the observed population transfer to simulations of rate equations based on the three-level system depicted in Fig. 3.1(b). Using the values of $\Gamma_{Add}$ given by the fit in Fig. 3.2(a), and using our polarization selectivity and the starting time of the mixing/radiative decay dynamics relative to the excitation pulse as fit parameters, we find good agreement between the observed and simulated fluorescence depolarization.
3.3 State-dependent intersystem crossing rates

We now turn from the $^3E$ states with $m_s = 0$ ($|E_x\rangle$ and $|E_y\rangle$) to the states with $|m_s| = 1$ ($|A_1\rangle$, $|A_2\rangle$, and $|E_{1,2}\rangle$). Although the radiative decay rate $\Gamma_{\text{Rad}}$ is the same for all $^3E \rightarrow ^3A_2$ transitions [98, 99], one expects from symmetry arguments that $|A_1\rangle$, $|A_2\rangle$, and $|E_{1,2}\rangle$ should exhibit different ISC rates into the spin-singlet states [105]. We can therefore probe population dynamics among these states by exciting the NV center into one state and measuring its fluorescence lifetime as a function of temperature. A representative measurement is shown in the inset to Fig. 3.3. From the fluorescence decay time $\tau_i$ measured after excitation into the $i$th state, we can calculate the associated ISC rate

$$\Gamma_i = 1/\tau_i - \Gamma_{\text{Rad}}.$$  \hspace{1cm} (3.2)

Because the ISC rates from $|E_x\rangle$ and $|E_y\rangle$ are negligible ($\Gamma_{E_x}/2\pi \leq 0.62 \pm 0.21$ MHz, Appendix A) compared to the ISC rates from $|A_1\rangle$, $|A_2\rangle$, and $|E_{1,2}\rangle$, we set $\Gamma_{\text{Rad}}/2\pi = 1/2\pi\bar{\tau}_{E_x} = 13.2 \pm 0.5$ MHz, where $\bar{\tau}_{E_x}$ is the average lifetime of $|E_x\rangle$ extracted from our Rabi decoherence data. The derived values of $\Gamma_i$ are shown in Fig. 3.3.

We observe that the $|A_1\rangle$, $|A_2\rangle$, and $|E_{1,2}\rangle$ ISC rates are significantly different at low temperatures, but converge around $T \gtrsim 22$ K. The same two-phonon process that redistributes population among $|E_x\rangle$ and $|E_y\rangle$ also does so among $|A_1\rangle$ and $|A_2\rangle$. As a result, the observed temperature-dependent ISC rates ($\tilde{\Gamma}_{A_1}$ and $\tilde{\Gamma}_{A_2}$) converge to an average of the two unmixed states’ rates ($\Gamma_{A_1}$ and $\Gamma_{A_2}$) as the temperature increases. We fit $\tilde{\Gamma}_{A_1}$ and $\tilde{\Gamma}_{A_2}$, assuming $\Gamma_{A_2} = 0$ and a temperature-dependent $|A_1\rangle - |A_2\rangle$ mixing rate equal to the measured $|E_x\rangle - |E_y\rangle$ rate. We find excellent agreement
using only $\Gamma_{A1}$ as a free parameter, confirming that the same phonon-induced mixing process is evident in both Figs. 3.2 and 3.3. The state lifetimes we observe at $T \geq 22$ K are consistent with those of the $m_s = 0$ and $|m_s| = 1$ states at room temperature [see Fig. 3.4(c)], indicating that we have measured the onset of the orbital averaging mechanism that enables the $^3E$ manifold to be treated as an effective spin-triplet, orbital-singlet system at room temperature [106, 107].

### 3.4 Microscopic model of the intersystem crossing process

We now present a theoretical analysis of the ISC mechanism, which is treated in greater detail in Ref. [104]. In the NV center, an axial spin-orbit (SO) interaction $(\propto \lambda_|| l_z s_z)$ is primarily responsible for the fine structure of the $^3E$ manifold while a transverse SO interaction $(\propto \lambda_\perp (l_x s_x + l_y s_y))$ couples states of different spin multiplicities [108, 89]. The ISC occurs in two steps [see Fig. 3.1(c)]: (1) a SO-mediated transition from a state in the $^3E$ manifold to a resonant excited vibrational level of $|1A_1\rangle$, and (2) relaxation of the excited vibrational level to the ground (or thermally occupied) vibrational level of $|1A_1\rangle$. Because the latter occurs on the picosecond timescale [109], the overall ISC rate is defined by the initial SO-mediated transition.

According to Fermi’s golden rule, the SO-mediated transition requires both SO coupling and overlap between the initial vibrational level of $^3E$ and the excited vibrational level of $|1A_1\rangle$. Because $|1A_1\rangle$ and the $^3A_2$ states consist of the same single-particle electronic orbitals, the two states exhibit similar charge density distributions
and therefore similar vibrational potentials [110]. The vibrational overlap between
the $^3E$ states and $|^{1}A_1\rangle$ is then well approximated by that observed in the PSB of
the $^3E \rightarrow ^3A_2$ optical emission spectrum. Selection rules imply that only $|A_1\rangle$ is
SO-coupled with $|^{1}A_1\rangle$. Thus, SO coupling can mediate a first-order transition from
$|A_1\rangle$ to a resonant excited vibrational level of $|^{1}A_1\rangle$, whereas $|E_{1,2}\rangle$ must undergo a
second-order transition involving electron-phonon coupling with $|A_1\rangle$ [see Fig. 3.1(c)].
In principle, $|E_{1,2}\rangle$ may undergo a first-order transition to a highly excited vibrational
level of $|^{1}E_{1,2}\rangle$, but we expect the rate of this transition to be negligible because the
$|^{1}A_1\rangle - |^{1}E_{1,2}\rangle$ energy spacing (1190 meV [111]) is large compared to the extent of
the PSB ($\sim$ 500 meV [57, 110]).

The ISC rate from $|A_1\rangle$ is

$$
\Gamma_{A_1} = 4\pi \hbar \lambda_{\perp}^2 \sum_{n} |\langle \chi_0 | \chi'_{\nu_n} \rangle|^2 \delta(\nu_n - \Delta) \\
= 4\pi \hbar \lambda_{\perp}^2 F(\Delta),
$$

where $\lambda_{\perp}$ is the transverse spin-orbit coupling rate, $\Delta$ is the energy spacing between
$|A_1\rangle$ and $|^{1}A_1\rangle$, and $\delta$ is the Dirac delta function. $|\chi_0\rangle$ is the ground vibrational level
of $|A_1\rangle$, and $|\chi'_{\nu_n}\rangle$ are the vibrational levels of $|^{1}A_1\rangle$ with energies $\nu_n$ above that of
$|^{1}A_1\rangle$. We define the vibrational overlap function $F(\Delta) = |\langle \chi_0 | \chi'_{\Delta} \rangle|^2 \rho(\Delta)$, where the
average is over all vibrational levels with energy $\Delta$ and $\rho(\Delta)$ is the associated density
of states.
At low temperature, the ISC rate from $|E_{1,2}\rangle$ is

$$\Gamma_{E_{1,2}} = 4\pi \hbar^3 \lambda_{\perp}^2 \sum_{n,p,k} \frac{\lambda_{p,k}^2}{\omega_k^2} |\langle \chi_0 | \chi_{\nu_n}^\prime \rangle|^2 \delta (\nu_n + \omega_k - \Delta)$$

$$= \frac{2}{\pi} \hbar \eta \Gamma_{A_1} \int_0^{\min(\Delta, \Omega)} \omega \frac{F'(\Delta - \omega)}{F(\Delta)} d\omega,$$

(3.4)

where $\lambda_{p,k}$ is the phononic coupling rate for a phonon of polarization $p$ and wavevector $k$, and

$$J(\omega) = \frac{\pi \hbar}{2} \sum_k \lambda_{E_{1,2},k}^2 \delta (\omega - \omega_k) = \eta \omega^3,$$

(3.5)

is the phonon spectral density in the acoustic limit [85] for the polarization that couples $|E_{1,2}\rangle$ with $|A_1\rangle$. We assume a cutoff energy $\Omega$ for acoustic phonons.

Because the SO interaction is $A_1$-symmetric [112], and can therefore only couple states of like symmetry, $|A_2\rangle$ is not SO-coupled to either $|1A_1\rangle$ or $|1E_{1,2}\rangle$ [108, 89]. Similar symmetry considerations forbid single-phonon coupling between $|A_2\rangle$ and $|A_1\rangle$, so neither the first- nor second-order processes described above can induce ISC decay from $|A_2\rangle$. The lowest-order allowed mechanism would be a third-order process involving two phonons and one SO interaction, but we neither expect nor observe an appreciable ISC transition rate due to such a high-order process.

In Fig. 3.4(a), we plot the prediction of Eq. 3.3 as a function of $\Delta$ and the value of $\Gamma_{A_1}/2\pi = 16.0 \pm 0.6$ MHz extracted from the fits shown in Fig. 3.3. The broad range of predicted values of $\Gamma_{A_1}$ arises from the currently imprecise knowledge of the transverse SO coupling rate $\lambda_{\perp}$. The vibrational overlap function is extracted from a previous measurement of the $^3E \rightarrow ^3A_2$ emission PSB [110]. The intersection of

\[\text{\footnote{The axial SO coupling rate } \lambda_{||} = 5.33 \pm 0.03 \text{ GHz is known [113], but the precise value of } \lambda_{\perp}/\lambda_{||} \approx 1 \text{ remains an open question. As explained in Ref. [104], we have selected } \lambda_{\perp}/\lambda_{||} = 1.2 \pm 0.2 \text{ as a reasonable confidence interval.}}\]
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Figure 3.4: The results of the ISC model. (a) The range (blue shading) of predicted values of $\Gamma_{A_1}$ corresponding to the range of possible values of $\lambda_\perp$. The orange line is the measured value of $\Gamma_{A_1}$, the black region indicates our extracted value of $\Delta$ (the $|A_1\rangle - |1A_1\rangle$ energy spacing), and the red region indicates the values of $\Delta$ that are excluded by the measured $\Gamma_{E_{1,2}}/\Gamma_{A_1}$ ratio. (b) The predicted (blue) and measured (orange) $\Gamma_{E_{1,2}}/\Gamma_{A_1}$ ratio. Because we assume no acoustic phonon cutoff, the blue plot represents an upper bound on the ratio for a given $\Delta$. We can therefore exclude the values of $\Delta$ indicated by the red region, which is reproduced in (a). (c) The lifetimes of the $m_s = 0$ (green) and $|m_s| = 1$ (purple) states predicted for a range of temperatures. The data from 295 K to 700 K are taken from Refs. [100] (□ and ○), [99] (⋄), and [98] (▽).
the measured and predicted values of $\Gamma_{A_1}$ confines $\Delta$ to two regions: around 43 meV and from 344 to 430 meV.

We next evaluate $\Gamma_{E_{1,2}}/\Gamma_{A_1}$, which depends only on electron-phonon coupling parameters and the vibronic overlap function, not on the SO coupling rate. We extract $\eta = 2\pi \times (44.0 \pm 2.4)$ MHz meV$^{-3}$, which parameterizes the electron-phonon coupling strength, from the $|E_x\rangle - |E_y\rangle$ mixing data shown in Fig. 3.2(a) (see Appendix A for details). In Fig. 3.4(b), we plot the ratios predicted by Eqs. 3.3-3.4 and extracted from Fig. 3.3. We assume no acoustic cutoff energy ($\Omega \to \infty$) in order to maximize the range of acoustic phonon modes that contribute to $\Gamma_{E_{1,2}}$, making the predicted ratio an upper bound. Even so, we find that the predicted and measured ratios are inconsistent for $\Delta < 148$ meV, which uniquely confines $\Delta$ to the region from 344 to 430 meV.

We scale our model up to higher temperatures [104] and find that, for this range of $\Delta$, its predictions are consistent with published lifetimes of the $m_s = 0$ and $|m_s| = 1$ $^3E$ states at temperatures between 295 K and 600 K, as shown in Fig. 3.4(c). An additional decay mechanism, which is not captured by our model of ISC decay, significantly shortens the lifetime of the $m_s = 0$ states above 600 K. This decay mechanism is discussed further in Ref. [104].

$^3$The value of $\Gamma_{E_{1,2}}$ calculated in 3.4 includes a correction to Eq. 3.4 due to a second-order ISC process that uses $|^{1}E_{1,2}\rangle$ as intermediate states instead of $|A_1\rangle$. This correction, which is described explicitly in Ref. [104], lowers $\Gamma_{E_{1,2}}/\Gamma_{A_1}$ by 21% at $\Delta = 148$ meV.

$^4$In this region, we find that the predicted and measured ratios match for cutoff energies of 74 to 93 meV. These values, which are below the Debye energy (194 meV [114]) and close to the energies of the quasi-local phonon modes that dominate the $^3E$ (64 meV [110,115]) and $|^{1}A_1\rangle$ (71 meV [57]) PSBs, are physically reasonable.
3.5 Conclusions and outlook

We have elucidated, both experimentally and theoretically, the roles that electron-phonon interactions play in NV center dynamics. Further exploration of either of the phonon roles addressed in this chapter may yield intriguing applications. Resonant electron-phonon coupling in the $^3E$ manifold could be used to optically cool a high-Q diamond resonator [116, 117] close to the vibrational ground state [118]. Such efforts would complement the growing interest in using electron-phonon coupling in the $^3A_2$ states to manipulate the electron spin [119, 120] or to generate spin-squeezed states of NV ensembles [121]. Further, our understanding of the ISC mechanism may enable efforts to engineer the ISC rate by, for example, applying a large static strain to shift the energy spacings between the spin-triplet and singlet states [94]. Such an advance would provide an across-the-board enhancement to the spin initialization and readout techniques on which room-temperature NV center applications depend. Finally, our experimentally validated ISC model has confined the unknown energy of the $^3E$ and $|^1A_1\rangle$ states to a region that can be explored in future optical spectroscopy.
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Indistinguishable photons from separated silicon-vacancy centers in diamond

4.1 Introduction

The realization of quantum networks, in which local quantum processing nodes are connected over long distances via optical photons, is an outstanding challenge in quantum information science[8]. Over the past few years, atom-like systems in the solid state have emerged as a promising platform for achieving this goal. Key building blocks have been demonstrated using nitrogen-vacancy (NV) centers in diamond, including long lived qubit memory[92], spin-photon[122] and spin-spin entanglement[65], as well as teleportation between distant stationary qubits[123]. While NV centers can be used as excellent quantum registers, the current efforts
to scale up these proof-of-concept experiments are limited by the small probability of coherent photon emission from NV centers and their spectral stability\cite{49, 54}. Here we demonstrate that silicon-vacancy (SiV) centers in diamond can be used to efficiently generate coherent optical photons with excellent spectral stability. We show that these features are due to the inversion symmetry associated with SiV centers, and demonstrate generation of indistinguishable single photons from separate emitters in a Hong-Ou-Mandel (HOM) interference experiment \cite{67}.

The negatively charged SiV center in diamond consists of a silicon atom and a split vacancy as shown in Figure 4.1(a) \cite{124, 59}. The silicon atom is centered between two empty lattice sites, and this $D_{3d}$ geometry forms an inversion symmetric potential for the electronic orbitals\cite{124}. Recent measurements\cite{59, 58} and first principle calculations\cite{125} have contributed to a detailed understanding of the electronic structure of the SiV center. As shown in Figure 4.1(b), the ground and excited states each consist of a fourfold degenerate manifold where two degenerate orbitals are occupied by a $S = 1/2$ particle\cite{126}. At zero magnetic field, the degeneracy is partially lifted by the spin-orbit interaction. Each excited state has dipole transitions to the two ground states forming an optical $\Lambda$ system, resulting in the emission spectrum shown in Figure 4.1(c). These four transitions comprise the zero-phonon line (ZPL), which contains more than 70% of the total fluorescence. Remarkably, as discussed below, the inversion symmetry results in weak coupling of the ZPL transitions to charge fluctuations in the SiV environment. This leads to the absence of spectral diffusion\cite{127} and a narrow inhomogeneous distribution\cite{128}.
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Figure 4.1: Electronic structure and optical transitions of the SiV center. (a) The center is aligned along a \( \langle 111 \rangle \) axis of the diamond host crystal, with the Silicon atom (Si) located in the middle of two empty lattice sites. The system has \( D_{3d} \) symmetry which includes inversion symmetry. (b) The optical transition is between different parity states, \( ^2E_u \) and \( ^2E_g \). Spin orbit interaction \( (\lambda_{so}^u \sim 250 \text{ GHz}, \lambda_{so}^g \sim 50 \text{ GHz}) \) partially lifts the degeneracy giving rise to doublets in the ground and excited states. Transitions A, B, C, D are all dipole allowed. (c) The emission spectrum measured using off-resonant excitation at 532 nm on a single SiV center at 4.5 K.
4.2 Isolating two resonant SiV centers in a high density ensemble

To demonstrate coherent emission of indistinguishable single photons from separate SiV centers we use a Hong-Ou-Mandel interference experiment. The interference of two identical single photons impinging on a beamsplitter results in perfect photon bunching, with a vanishing probability of detecting coincident photons at the two different output ports. In our experiments two separate SiV centers, cooled to cryogenic temperatures, were excited using a two-channel confocal optical microscope shown in Figure 4.2(a). Dichroic mirrors were used to simultaneously collect the SiV fluorescence on both the ZPL ($\lambda \sim 737$ nm) and phonon-side-band (PSB, $\lambda \sim 760$–$860$ nm). In order to isolate a single two-level transition, the emission spectrum was filtered by solid etalons (Figure 2(b)) with a free spectral range of 20 GHz and a bandwidth of 1 GHz. The etalons were tuned by temperature to transition C and the transmitted fluorescence spectrum is shown in Figure 4.2(c), where only a single peak is visible as desired for indistinguishable photon generation.

To probe the inhomogeneous distribution within the sample and select spectrally overlapping sites, the emitters were resonantly excited with a 737 nm probe laser using the ZPL. The laser was tuned to the center frequency ($\nu_0$) of the inhomogeneous distribution for transition C while monitoring fluorescence intensity in the PSB. Figure 4.3(a) shows the diamond sample imaged by this technique in a region where the resonant site density was high, leading to a high background in any photon correlation experiments. In order to isolate single SiV centers and minimize background
Figure 4.2: Schematic of the two-channel confocal microscope built for the HOM experiment. (a) Channels I and II were used to address different emitters separated by tens of micrometers in the same sample. A continuous-wave 532 nm laser was used for excitation, and fluorescence was collected in single mode fibers on ZPL and PSB ports simultaneously. (b) Collected ZPL fluorescence from the two channels were directed onto a free-space 50:50 non-polarizing beam splitter. Linear polarizers were used to control the polarization of the single photons varying their distinguishability. Etalons were used to filter transition C before detection. (c) Emission spectrum before (brown) and after the etalons (blue).
from other emitters\cite{32}, the laser was tuned to the edge of the inhomogeneous distribution ($\nu_1$) in Figure 4.3(b). Figures 4.3(c,d) show the two emitters that were chosen for the HOM experiment at frequency $\nu \sim \nu_1$. The images in Figures 4.3(c,d) were taken under 532 nm excitation while detecting ZPL photons through the etalons. Here the frequency selectivity is limited by the bandwidth of the etalons ($\sim 1$ GHz) and therefore more emitters are visible than in the resonant excitation scan (Figure 4.3(b)). Photoluminescence excitation (PLE) spectra of the emitters, SiV$_1$ (green) and SiV$_\text{II}$ (pink), reveal transitions separated by 52.1 MHz with full width half maximum (FWHM) of 136 and 135 MHz respectively. For comparison, the lifetime of the excited states was measured to be $1.73 \pm 0.05$ ns at temperatures below 50 K corresponding to a transform limited linewidth of 94 MHz.

### 4.3 Demonstration of HOM interference from two SiV centers

For the HOM measurement, single photons emitted from SiV$_1$ and SiV$_\text{II}$ on transition C were directed to the input ports 1 and 2 of the beamsplitter respectively (see Figure 4.2(a,b)). Figure 4.4 shows two measurements where the degree of indistinguishability of single photons is varied by changing the photon polarization. The two datasets show the second order intensity correlation function, $g^2(\tau)$, measured for indistinguishable (pink) and distinguishable (green) photon states. For identically polarized indistinguishable photons, we find $g^\parallel(0) = 0.26 \pm 0.05$ where the error bars denote shot noise estimates. After rotating the fluorescence polarization of SiV$_\text{II}$ by
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Figure 4.3: Inhomogeneous distribution of SiV centers. (a) The probe laser frequency was fixed to the ensemble average of $\nu_0 = 406.7001$ THz for transition C while scanning the sample. A high density of resonant emitters is visible with a large background. The color bar applies to (a-d). (b) Scan of the same region with the laser tuned to $\nu_1 = \nu_0 + 1.5$ GHz. Due to the narrow inhomogeneous distribution, only few resonant sites are visible and the background level is low. (c) and (d) show the two emitters, SiV$_I$ and SiV$_{II}$, used for the HOM interference experiment at frequency $\nu \sim \nu_1$. (e) PLE spectrum for SiV$_I$ (green) and SiV$_{II}$ (pink) with measured full width half maximum (FWHM) of 135.8 and 134.6 MHz respectively, and lines separated by 52.1 MHz.
Figure 4.4: Hong-Ou-Mandel interference experiment. The second order intensity correlation function $g^2(\tau)$ is plotted for two cases: (i) Pink data shows the results for indistinguishable single photons with identical polarizations, $g^2_\| (0) = 0.26 \pm 0.05$. The error bars denote shot noise estimates. (ii) Green data shows the results when photons from one emitter are orthogonally polarized and hence distinguishable, $g^2_\perp (0) = 0.66 \pm 0.08$. The blue and brown solid lines represent our model using independently measured parameters, only fitting a single parameter for background events in both datasets.

90° to make the photon sources distinguishable, $g^2_\perp (0) = 0.66 \pm 0.08$ was observed. These results clearly demonstrate two-photon interference corresponding to a measured HOM visibility of

$$\eta = \frac{g^2_\perp (0)}{g^2_\parallel (0) + g^2_\perp (0)} = 0.72 \pm 0.05.$$ 

The time dynamics of $g^2(\tau)$ is understood via independent measurements of the excited state lifetime, absorption linewidth, and detector timing response. Our model (solid curves, see Appendix B) is in excellent agreement with the measured time dynamics, showing that the emitters were spectrally stable throughout the 4-hour acquisition period. We find that the interference visibility, $\eta$, is limited by about equal contributions from detector timing response and background events.
4.4 Discussion and outlook

We next turn to a discussion of the key properties of SiV centers which made the present observations possible. Despite uncertainty about the absolute quantum yield[127], the strong ZPL of SiV [55] means that photons are emitted at high rates into the optical transition of interest. Inhomogeneous broadening corresponded to only a few transition linewidths (see Appendix B), and high spectral stability of the transitions has been observed in bulk diamond[127] and nanodiamonds[126]. Together with these observations, our work shows that the optical coherence properties of SiV centers can be superior to those of NV centers[64, 54]. Some of this advantage can be understood to result from the inversion symmetry of SiV centers (which reduces sensitivity to electric field). In addition, it is important to consider the effects of phonons (strain) resulting in homogenous (inhomogeneous) broadening mechanisms.

The electronic orbitals of the SiV center are parity eigenstates due to the inversion symmetry of the defect. The optical transitions take place between states of different parity, $^2E_g$ and $^2E_u$, which differ in phase but have similar charge densities[125]. This small change in the electronic charge density results in the strong ZPL, since optical excitations do not couple efficiently to local vibrations. The coherence of the optical transitions can also suffer from spectral diffusion, a time dependent change in the optical transition frequencies that results in an increased linewidth. This effect is commonly observed for NV centers, where the dominant source of spectral diffusion has been shown to be from local electronic charge fluctuations[129]. These changes in the charge environment result in a fluctuating electric field at the emitter which reduces the coherence of the optical transitions via DC Stark shift[48, 54]. The sen-
sitivity of the optical transition frequencies to electric field fluctuations depends on
the permanent electric dipole moments of the orbital states of the emitter. Since the
electronic states of the SiV center have vanishing permanent electric dipole moments
due to their inversion symmetry, the optical transitions are relatively insensitive to ex-
ternal electric fields. This protects the optical coherence from charge dynamics in the
crystal, preventing spectral diffusion and narrowing the inhomogeneous distribution
of transition frequencies.

Additional homogeneous and inhomogeneous broadening mechanisms are provided
by phonons and strain. Displacements of atoms in the host crystal can affect the op-
tical transitions in two different ways. Static distortions, or strain, may reduce the
symmetry of the defect and change the energy splittings[128] shown in Figure 4.1(b).
A variation in local strain contributes to the inhomogeneous distribution of the res-
onance frequencies. Displacements of the atoms can also give rise to dynamic effects
during an optical excitation cycle. Acoustic phonons have been shown to cause orbital
relaxation between $|E_x\rangle$ and $|E_y\rangle$ states for the NV center in diamond[85]. For SiV
centers, a similar process can happen between excited state orbitals by absorption
($\Gamma_{\uparrow}^{ph}$) or emission ($\Gamma_{\downarrow}^{ph}$) of an acoustic phonon as shown in Figure 4.1(b). Populations
in the upper and lower excited state branches follow a Boltzmann distribution con-
fiming thermalization of orbital states by phonons[128, 127]. At low temperatures
($k_B T \ll \hbar \lambda_{so} \sim 250 \text{ GHz}$) spontaneous emission dominates over stimulated processes
($\Gamma_{\uparrow}^{ph} \ll \Gamma_{\downarrow}^{ph}$). To obtain an optical transition isolated from the phonon bath, our
experiments were performed at 4.5–5 K ($\sim 100 \text{ GHz}$) using the lower excited state
branch. At these temperatures, we estimate a thermal broadening on transition C of
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about 12 MHz [127].

Our observations establish the SiV center as an excellent source of indistinguishable single photons. A strong ZPL transition, narrow inhomogeneous distribution, and spectral stability combine to make it a promising platform for applications in the fields of quantum networks and long distance quantum communication. In particular, it should be possible to integrate SiV centers inside nanophotonic cavities[130, 52, 131, 132, 49] while maintaining their spectral properties owing to their insensitivity to electric fields. This may allow the realization of GHz bandwidth deterministic single photon sources[133] and a broadband system for quantum nonlinear optics at the single photon level[134]. The small inhomogeneous distribution also makes SiV centers promising candidates as sources of multiple indistinguishable photons for linear optics quantum computing[135]. Furthermore, the spin degree of freedom in the ground state [126] can potentially be utilized to store quantum information, allowing the use of SiV centers as quantum registers for quantum network applications [136]. Coupling to the $^{29}\text{Si}$ nuclear spin via hyperfine interactions[137] might allow realization of long lived quantum memories[92]. Beyond these specific applications, the symmetry arguments presented above suggest that inversion symmetry might play an important role in the identification of new centers with suitable properties for quantum information science and technology[138].
Chapter 5

Electron-phonon processes of the silicon-vacancy center in diamond

5.1 Introduction

Colour centres in diamond have emerged as attractive systems for applications in quantum metrology, quantum communication, and quantum information processing [139, 123, 140]. Diamond has a large band gap which allows for optical control, and it can be synthesised with high purity enabling long coherence times as was demonstrated for nitrogen-vacancy (NV) spin qubits [43]. Among many colour centres in diamond [141, 56], the negatively charged silicon-vacancy (SiV) centre stands out due to its desirable optical properties. In particular, near transform limited photons can be created with high efficiency due to the strong zero-phonon line (ZPL) emission that constitutes \( \sim 70\% \) of the total emission. SiV centres can also be created with a narrow inhomogeneous distribution that is comparable to the transform limited
optical linewidth [127]. These optical properties, due to the inversion symmetry of the system which suppresses effects of spectral diffusion, recently enabled demonstration of two-photon interference from separated emitters [142] that is a key requirement for many quantum information processing protocols [136, 143, 144, 145].

Interfacing coherent optical transitions with long-lived spin qubits is a key challenge for quantum optics with solid state emitters [122, 146, 147, 54, 49]. This challenge may be addressed using optically accessible electronic spins in SiV centres [126]. It has recently been demonstrated that coherent spin states can be prepared and read out optically [61, 62], although the spin coherence time was found to be limited by phonon-induced relaxation in the ground states [61]. In this Chapter, we present the first systematic study of the electron-phonon interactions that are responsible for relaxation within the ground and excited states of the SiV centre. This is achieved by measuring the temperature dependence of numerous processes within the centre. A comprehensive microscopic model is then developed to account for the observations. In Section 5.4.1 we discuss the implications of these phonon processes for spin coherences in the SiV ground state, and identify approaches that could extend the spin coherences.

The SiV centre consists of an interstitial silicon atom in a split-vacancy configuration with $D_{3d}$ symmetry as illustrated in Fig.5.1(a) [124]. This symmetry gives rise to an electronic level structure consisting of ground ($^2E_g$) and excited ($^2E_u$) states that both have E symmetry and double orbital degeneracy. The degenerate orbital states are occupied by a single hole with $S = 1/2$ [148, 59, 58, 125], leading to both orbital and spin degrees of freedom. In the absence of off-axis strain or magnetic
fields, the spin-orbit interaction ($\sim \lambda_{g}^{g,u}S_{z}L_{z}$) determines the eigenstates with well-defined orbital and spin angular momentum [58]. Optical and phononic transitions between these eigenstates couple only to the orbital degree of freedom and are spin conserving. We therefore focus on the orbital dynamics within the ground and excited states, which can each be described as an effective two-level system consisting of two orbital states $\{|L_{z} = \pm 1\rangle = |e_{\pm}^{g,u}\rangle\}$ for a given spin projection as shown in Fig. 5.1(b)[58]. Phonons can introduce vibronic coupling between $|e_{+}\rangle$ and $|e_{-}\rangle$ orbitals, resulting in population transfer between orbitals at rates $\gamma_{+,-}^{g,u}$ [149, 150]. This effect, also called the dynamic Jahn-Teller effect, has been observed in the excited states of the NVcentre [85, 151] where a similar orbital degeneracy is present.

5.2 Experimental results

5.2.1 Excited states

The spin-orbit interaction results in four optical dipole transitions, labelled A–D in order of increasing wavelength, centred around $\sim 737 \text{ nm}$ at cryogenic temperatures [128, 152, 55]. At liquid helium temperatures, the optical linewidths are broader for transitions A and B than for the lower energy transitions C and D [127]. This was attributed to thermal relaxation reducing the effective lifetime of the upper branch via the decay rate $\gamma_{-}^{u}$, which is faster than $\gamma_{+}^{u}$ by the Boltzmann factor $\gamma_{-}^{u} = \gamma_{+}^{u} \exp(\lambda_{u}^{u}/k_{B}T)$ [128, 152].

To probe the microscopic mechanism of the orbital relaxation in the excited states, the temperature dependence of the linewidth of transition D was measured for individ-
Figure 5.1: Molecular structure and electronic dynamics of SiV. (a) The SiV centre consists of a silicon atom centred between two neighbouring vacant lattice sites. (b) The optical transitions are between states of E symmetry with opposite parity ($^2E_g$, $^2E_u$). $\gamma_r$ ($\gamma_{nr}$) are radiative (non-radiative) decay rates out of the excited states. Straight (curved) lines denote the radiative (non-radiative) transitions. In both the ground and excited states, the four-fold degeneracy is partially lifted by the spin-orbit interaction $\lambda_{so}$. Every level illustrated here is a spin-1/2 doublet (e.g. $\{|e^-\rangle |\uparrow\rangle, |e^+\rangle |\downarrow\rangle\}$ for the lowest energy level), and for clarity only the spin-up levels are drawn. Implications of this study for the spin sublevels are discussed in Section 5.4.1. The horizontal dashed line denotes the unidentified level (either an additional electronic level or excited vibrational state of $^2E_g$) involved in the non-radiative decay between the ground and excited states.

Since these SiV centres exhibit negligible spectral diffusion [127], the measured optical linewidths $\Gamma(T)$ correspond to homogeneous broadening mechanisms associated with depolarisation and dephasing: $\Gamma(T) = \gamma_r + \gamma_{nr}(T) + \gamma_{+}^u(T) + \gamma_d(T)$. The non-radiative decay rate $\gamma_{nr}(T)$ has a very weak temperature dependence, as discussed later in Section 5.2.3, leading to a small contribution compared to the other rates for all temperature regions of interest. The most significant temperature dependence comes from the relaxation rates within the excited states: $\gamma_{+}^u(T)$ and $\gamma_d(T)$. 
As will be shown in Section 5.3.2, the optical transition linewidth is dominated by relaxation rates in the excited states with little contribution from the ground states.

Figure 5.2: Linewidth of transition D measured for different temperatures. Each linewidth was determined by Lorentzian fits for multiple sites. The green fit corresponds to a cubic scaling over the high temperature range (> 70 K) after the spectrum has merged to two peaks and one peak at > 120 K. At low temperatures (< 20 K) the pink fit represents a linear scaling seen in the inset. For the temperature range in between these two regimes the scaling of the linewidth crosses over from linear to cubic behaviour.

For temperatures between 4 K to 50 K, the optical transition linewidth was measured using photoluminescence excitation in a continuous flow cryostat, where a weak probe laser was scanned across transition D and fluorescence in the phonon-sideband...
(PSB) was detected. At higher temperatures, 532 nm excitation was used and emission linewidths were measured with a spectrometer (Princeton Instruments Acton 2500 equipped with a Pixis 100 cooled CCD-array and a 1596 mm$^{-1}$ grating) giving a resolution of 16 GHz. To measure fundamental properties of the SiV centre, a bulk diamond sample containing highly uniform defect sites and low strain was used in these experiments. It was a low strain HPHT type-IIa diamond with a $\{100\}$ surface on which a 60 $\mu$m layer incorporating SiV was created by microwave-plasma chemical-vapour-deposition (MPCVD). This sample was used in previous publications [59, 127, 142] and shows a narrow inhomogeneous distribution for the SiV optical transitions.

Fig. 5.2 shows the full width at half maximum (FWHM) linewidths (determined from Lorentzian fits) measured for single SiV sites in a $200 \times 200 \mu$m$^2$ region containing $^{28}$Si. Above $\sim 70$ K the linewidth scales as the cube of the temperature ($\Gamma = (103 + 0.12 \cdot (T/\text{K})^3)$ MHz). However for low temperatures ($< 20$ K), the behaviour deviates from $T^3$ and is better approximated by a linear dependence on temperature ($\Gamma = (-1.05 + 24.26 \cdot (T/\text{K}))$ MHz) saturating at about 4 K to the lifetime limited linewidth. Early studies on nanodiamonds have measured the $T^3$ dependence of the linewidth on temperature, but were not able to resolve this linear contribution due to a combination of inhomogeneous broadening and spectral resolution limits [153]. It is shown in Section 5.3 that the observed $T$ and $T^3$ mechanisms result from first- and second-order transitions due to linear electron-phonon interactions with E-symmetric phonon modes.
5.2.2 Ground states

Relaxation within the ground state doublet, $\gamma^g_+$ in Fig. 5.1 (b), was probed directly using pulsed excitation and time-resolved fluorescence measurements. Transitions C and D form an optical $\Lambda$-system which allows ground state populations to be optically pumped. For these experiments a second diamond sample was used in which the properties and orientation of the SiV centres were known from earlier studies [59]. The sample is a low strain high-pressure high-temperature (HPHT) diamond observed through a \{111\} surface with a low density of in-grown SiV centres and the optical properties of the SiV centres found within are comparable to those in the \{100\} sample. A laser was tuned to transition D and 80 ns pulses were generated using an electro-optical amplitude modulator with a measured extinction ratio of up to 20 dB. The signal was detected by counting the photon arrival times in relation to the laser pulses using a time-tagged data acquisition card (FAST ComTec MCS26A) giving a time resolution of up to 200 ps.

At the start of each laser pulse we observed a fluorescence peak that decayed to a steady state level. For the first laser pulse, the peak height $a$ corresponds to the thermal population in the bright state ($|e^g_+|\uparrow\rangle$ or $|e^g_-|\downarrow\rangle$) which is $\sim 50\%$ for the temperatures in our measurements. The decay of this initial peak when the laser is on corresponds to optical pumping into the dark state ($|e^g_-|\uparrow\rangle$ or $|e^g_+|\downarrow\rangle$). After a dark interval $\tau$, the dark state relaxes back to the bright state, leading to a recovery of peak height $h$ for subsequent pulses. The peak height, $h(\tau)$, exhibits a simple exponential recovery indicating a single characteristic relaxation time, $T_1$, as shown in Fig. 5.3(a,b). This measurement was repeated for a single SiV centre at
Figure 5.3: Ground state orbital relaxation time ($T_1$) measurements. (a) The pulse sequence used to measure the $T_1$ of the ground states. A single laser was amplitude modulated to pump (first pulse) and probe (second pulse) transition D at each temperature. Photoluminescence (PL) intensity corresponds to the bright state population. (b) The height $h$ of the leading edge peak plotted for different wait times $\tau$ between the pulses. An exponential fit to the recovery of the height gives the orbital ground state relaxation time $T_1$. (c) Measured orbital relaxation rate, $\gamma^g_1$, as a function of temperature. A fit (pink) to a single-phonon relaxation model (Section 5.3.2) shows good agreement with the data by introducing an offset on the temperature ($1/T_1 = 0.0099 \cdot n(\Delta, T - 2.26 \text{K})$). (d) Bright state population, $h(0)/2a$, after optical pumping shown for different temperatures.
various temperatures between 4.5 K and 22 K and the relaxation rate was found to scale linearly with temperature (Fig. 5.3(c)). The longest $T_1$ time was measured at the lowest temperatures to be $T_1(5 \text{ K}) = 39 \pm 1 \text{ ns}$.

We note that the steady state fluorescence level under laser excitation, $h(0)$, is determined by a competition between the optical pumping rate and thermalization rates ($1/T_1$). With increasing temperature, the thermalization rate increases (Fig. 5.3(c)) while the optical pumping rate remains nearly constant at saturation. This leads to a reduced measured peak contrast ($h(0)/2a$, Fig. 5.3(d)) with increasing temperature showing that the ground state of the SiV centre cannot be polarised at elevated temperatures.

### 5.2.3 Excited state lifetimes

The results presented so far have only highlighted the processes within the ground and excited state doublets. The transition rates from excited to ground states also have a temperature dependence which can be probed by measuring the fluorescence lifetime of the excited state as a function of temperature. Previous experiments have reported excited state lifetimes in the $\sim 1 \text{ ns}$ to 4 ns range along with various estimates of the quantum yield [128, 55, 153, 132, 154, 127]. Fig. 5.1(b) shows potential radiative ($\gamma_r$) and non-radiative ($\gamma_{nr}$) processes taking place at the optical energy scale that determine the excited state lifetimes and the quantum yield. The total decay rate from the excited states, $\gamma_t(T) = 1/\tau_0(T) = \gamma_r + \gamma_{nr}(T)$, is a combination of a constant radiative ($\gamma_r$) and a temperature dependent non-radiative rate ($\gamma_{nr}(T)$).

In an attempt to identify the non-radiative process, we measured the lifetime
of the $^2E_u$ excited states as a function of temperature from 5 K to 350 K. At each
temperature, 10 separate single SiV centres were excited using a pulsed 532 nm laser
with a 80 MHz repetition rate and the measured time traces were fitted using a sin-
gle exponential decay. The measured temperature dependence of $\tau_0(T) = 1/\gamma(T)$
is shown in Fig. 5.4(a). The excited state lifetime was found to increase as tem-
perature was decreased down to 50 K, where it saturated to a constant level. These
results suggest there is a finite non-radiative rate $\gamma_{nr}$ at room temperature, while the
saturation below 50 K does not necessarily imply $\gamma_{nr}(T < 50 \text{ K}) = 0$ as there might
still be a finite spontaneous non-radiative rate at zero temperature. The observed
temperature dependence in Fig. 5.4(a) can be described by the Mott-Seitz model
for non-radiative relaxation, $\tau_0(T) = \tau_0(T = 0 \text{ K})(1 + \alpha e^{-\Delta E/k_BT})^{-1}$, with an activation
energy of $\Delta E = 55 \pm 2 \text{ meV}$ and $\alpha = 3.3 \pm 0.3$ [155]. Our measurements do not,
however, provide enough information to distinguish whether the system decays from
$^2E_u$ directly to a higher vibrational state of $^2E_g$, or to an unidentified electronic level
closer to $^2E_u$ in energy. Whilst there exists some ab initio [125] and experimental [156]
evidence of an additional electronic level below the excited $^2E_u$ level, this evidence
conflicts with the simple molecular orbital model of the centres electronic structure
[124, 148, 59, 58], which predicts no such additional level. Future studies involving
spectroscopy of the $^2E_g \rightarrow ^2E_u$ absorption PSB and single-shot readout capability of
SiV electronic states might help identify the relaxation paths from the $^2E_u$ and dark
states of SiV centres [157].
Chapter 5: Electron-phonon processes of the silicon-vacancy center in diamond

Figure 5.4: (a) Fluorescence lifetime ($\tau_0$) of the excited states as a function of temperature. At each temperature, $\tau_0(T)$ was measured for 10 emitters. The error bars denote the standard deviation of the $\tau_0(T)$ distribution. The fit (magenta) line corresponds to the Mott-Seitz model. (b) Optical transition wavelength of transition C determined from Lorentzian fits to the spectrum and excitation scans. A cubic (magenta) dependence on temperature ($\sim T^3$) is in good agreement with the data, unlike quadratic (dashed, orange) and quartic (dashed, brown) fits. (c,d) The measured excited and ground state splittings as a function of temperature. The quadratic fits based on the model in Section 5.2.4 are shown in magenta. The dashed green lines in (b), (c) and (d) are the best fits obtained using the pure thermal expansion mechanism explained in the text.
5.2.4 Optical line positions

The line positions of all four optical transitions were determined using the Lorentzian fits to the measurements described in Section 5.2.1. The spectrometer was calibrated with respect to a wavemeter, allowing us to consistently reproduce transition wavelengths across the entire temperature range. For simplicity, only transition C is shown in Fig. 5.4(b). Fitting with a free temperature exponent results in $\Delta \lambda \sim (T/K)^{2.78\pm0.05}$, in close agreement with a cubic temperature dependence of the line position. Fig. 5.4(b) compares fits of the form $\Delta \lambda \sim T^\alpha$ for $\alpha = 2, 3, 4$ as well as a model based on thermal expansion described below. Our observation of $T^3$ scaling differs marginally from earlier measurements made on nanodiamonds [153]. For temperatures at which the linewidth was narrow enough to resolve individual transitions, the ground and excited state splittings could also be obtained from the spectrum. We observe that the measured splittings, which correspond to the spin-orbit interaction at low temperature, are reduced with increasing temperature for both the excited (Fig. 5.4(c)) and ground (Fig. 5.4(c)) states.

In diamond, the temperature shifts of optical lines have two distinct origins: thermal expansion and electron-phonon interactions [115, 158]. The shift of the transition energy due to thermal expansion has the form $\delta E_{\text{exp}}(T) = A \cdot P(T)$, where $A$ is the hydrostatic pressure shift of the transition energy, $P(T) = -B \int_0^T e(x)dx$ is the negative pressure of thermal expansion, $B$ is the diamond bulk modulus and $e(T)$ is the bulk thermal expansion coefficient [115, 158]. Whilst $B$ and $e(T)$ are well-known for diamond [159], the pressure shift $A$ of the SiV optical transition has not been measured. The dashed green line in Fig. 5.4(b) is the best fit of the line shift ob-
Chapter 5: Electron-phonon processes of the silicon-vacancy center in diamond

tained using the single fit parameter $A$ of the thermal expansion mechanism, and it is clear this does not account for the observed shift. The shift of the transition energy due to electron-phonon interactions typically arises from quadratic interactions with $A_1$-symmetric phonon modes and produces a $T^4$ dependence [160], which is also inconsistent with our observations. Furthermore, a linear combination of shifts caused by these two mechanisms is not able to produce a good fit to our observations. It is shown in Section 5.3 that the atypical $T^3$ shift arises from second-order linear interactions with $E$-symmetric phonon modes. This fits well to the observed data and therefore the shift due to thermal expansion is negligible.

The temperature reductions of the ground and excited state splittings can also arise from thermal expansion and electron-phonon interactions [158]. The dashed green lines in Fig. 5.4(c) and (d) are the best thermal expansion fits obtained by introducing pressure shift parameters of the spin-orbit splittings, and as above it is clear, at least for Fig. 5.4(c), that another mechanism must be involved in the reduction of the splittings. Similarly, the $T^4$ dependence of the quadratic interactions with $A_1$-symmetric phonon modes and its linear combination with the thermal expansion shift do not satisfactorily fit the observations. We will show in the next section that the $T^2$ dependence of the spin-orbit splittings are also consequences of second-order linear interactions with $E$-symmetric phonon modes as for the shift of the transition energy.
Figure 5.5: Electron-phonon processes within the ground and excited states. (a) The relevant rates in the problem are $\gamma_+$ and $\gamma_-$, which denote the transition rates between states that determine the orbital $T_1$ relaxation time, and $\gamma_d$ which denotes the rate of a pure dephasing process. These rates can originate from a (b) single-phonon direct process; (c) two-phonon Raman process; or (d) two-phonon elastic scattering process. These processes are analogous to (b) resonant absorption, (c) Raman transitions, and (d) AC Stark shift in atomic physics.

5.3 Microscopic model of the electron-phonon processes

In this section we develop a microscopic model of the electron-phonon processes within the ground and excited electronic levels that are summarised in Fig. 5.5. The model successfully describes the observed temperature variations of optical linewidth, line position and spin-orbit splittings. In each case, the electron-phonon processes are consequences of the linear Jahn-Teller interaction between the E-symmetric electronic states and E-symmetric acoustic phonon modes [150, 89, 108].

As discussed in the introduction, spin projection and orbital angular momentum are good quantum numbers and can be treated separately in the situation of low
magnetic fields and strain [58]. Since the optical transitions and electron-phonon interactions are spin conserving, we can focus on the orbital degrees of freedom of the ground and excited levels. For a given spin state, the effective zero-field orbital Hamiltonian takes the following form for both the ground and excited levels

\[ H_0 = \pm \frac{1}{2} \hbar \Delta \sigma_z, \]  

(5.1)

where \( \sigma_z \) is the usual Pauli operator for orbital states in the \( \{|+\rangle, |–\rangle\} \) basis, \( \hbar \Delta \) is the magnitude of the relevant spin-orbit splitting, which is \( +\hbar \Delta \) for \( |\uparrow\rangle \) and \( -\hbar \Delta \) for \( |\downarrow\rangle \).

### 5.3.1 Electron-phonon interaction

For the SiV centre the interaction between the E-symmetric orbital states \( \{|+\rangle, |–\rangle\} \) and phonon modes of E symmetry is described most easily if the E modes are linearly transformed to be circularly polarised. With this transformation, the phonon Hamiltonian and the linear electron-phonon interaction are

\[ \hat{H}_E = \sum_{p,k} \hbar \omega_k a_{p,k}^\dagger a_{p,k}, \]

(5.2)

\[ \hat{V}_E = \sum_k \hbar \chi_k \left[ \sigma_+ (a_{–,k} + a_{–,k}^\dagger) + \sigma_- (a_{+,k} + a_{+,k}^\dagger) \right], \]

(5.3)

where \( \chi_k \) is the interaction frequency for a single phonon, \( \sigma_+ \) (\( \sigma_- \)) is the raising (lowering) operator for orbital states, and \( a_{p,k}^\dagger \) (\( a_{p,k} \)) is the creation (annihilation) operator for phonons with polarisation \( p = \{-, +\} \) and wavevector \( k \). Long wavelength acoustic phonons in diamond give rise to the collective translation and relative displacement of the ions of the center. Phonon modes resulting in the relative displacement have
even parity and are responsible for the electron-phonon coupling. The interaction frequency and density of modes are approximately $|\chi_k(\omega)|^2 \approx \chi \omega$ and $\rho(\omega) = \rho \omega^2$, respectively, where the overbar denotes the average over all modes with frequency $\omega_k = \omega$ and $\chi$ and $\rho$ are proportionality constants [85, 161]. Note that interactions with A-symmetric modes have not been included as they do not couple the states within the ground and excited electronic levels.

**5.3.2 First-order electron-phonon transitions**

Treating $\hat{V}_E$ as a time-dependent perturbation, the first-order transitions between the orbital states involve the absorption or emission of a single E phonon whose frequency is resonant with the splitting $\Delta$ (see Fig. 5.5 (b)). The corresponding transition rates are

$$\gamma_+ = 2\pi \sum_k n_{-k} |\chi_k|^2 \delta(\Delta - \omega_k)$$
$$\gamma_- = 2\pi \sum_k (n_{+k} + 1) |\chi_k|^2 \delta(\Delta - \omega_k), \quad (5.4)$$

where $n_{p,k}$ is the occupation of the phonon mode with polarisation $p$ and wavevector $k$. Assuming acoustic phonons, performing the thermal average over initial states and the sum over all final states leads to

$$\gamma_+ = 2\pi \chi \rho \Delta^3 n(\Delta, T)$$
$$\gamma_- = 2\pi \chi \rho \Delta^3 [n(\Delta, T) + 1]. \quad (5.5)$$

For temperatures $T > \hbar \Delta / k_B$, Eq. (5.5) can be approximated by a single relaxation rate with a linear temperature dependence

$$\gamma_+ \approx \gamma_- \approx \frac{2\pi}{\hbar} \chi \rho \Delta^2 k_B T. \quad (5.6)$$
Hence, the one-phonon transitions lead to the relaxation of population between the orbital states as well as the dephasing of the states that are linearly dependent on temperature. The measurements presented in Fig. 5.2 and Fig. 5.3 demonstrated a clear linear dependence of broadening for temperatures below 20 K, but greater than the spin orbit splitting \( T > h\Delta/k_B \sim 2.4 \text{ K} \). We therefore conclude that the relaxation mechanisms are dominated by a resonant single phonon process at liquid helium temperatures for both the ground and the excited states. Eq. (5.6) also shows that the relaxation rate is \( \sim \Delta^2 \), where \( \Delta \) is the spin-orbit splitting in the zero-field limit. The \( \Delta^2 \) scaling explains why the phonon relaxation processes are much faster in the excited levels for which the splittings are larger compared with the ground states.

### 5.3.3 Second-order electron-phonon transitions

It was seen in Fig. 5.2 that the line broadening deviated from its linear temperature dependence above about 20 K \( (T \gg h\Delta/k_B) \), suggesting that higher order processes involving two phonons start dominating the relaxation rates. Given the form of the electron-phonon interaction in Eq. (5.3), the only allowed two-phonon processes are those where the initial and final orbital states are identical. Therefore, the inelastic Raman-type scattering processes [Fig. 5.5(c)] that are dominant for NVcentres [85], are suppressed in SiV and the elastic Raman-type scattering pro-
cesses [Fig. 5.5(d)] dominate instead. The elastic scattering rate for \( |e_-\rangle \) is

\[
\gamma_{d-} = 2\pi\hbar^2 \sum_{k,q} n_{-k} (n_{+q} + 1) |\chi_k|^2 |\chi_q|^2 \left| \frac{1}{\Delta - \omega_k} + \frac{1}{\Delta + \omega_k} \right|^2 \, \delta(\Delta - \omega_k + \omega_q). \tag{5.7}
\]

Performing the thermal average over the initial states and the sum over all final states leads to

\[
\gamma_{d-} = 2\pi\hbar^2 \int_0^\Omega n(\Delta + \omega, T)(n(\omega, T) + 1)|\chi_k(\Delta + \omega)|^2 |\chi_q(\omega)|^2 \left| \frac{1}{\omega - \omega_k} + \frac{1}{\omega + \omega_k} \right|^2 \rho(\Delta + \omega)\rho(\omega) d\omega, \tag{5.8}
\]

where \( \Omega \) is the Debye frequency of diamond. Assuming acoustic modes and that the temperatures are such that only modes with frequencies \( \Omega \gg \omega \gg \Delta \) contribute significantly to the integral, to lowest order in \( \Delta \), the rates become

\[
\gamma_{d-} \approx \gamma_{d+} \approx 2\pi\hbar^2 \chi^2 \rho^2 \int_0^\infty n(\omega, T)(n(\omega, T) + 1)\omega^2 d\omega
\]

\[
= \frac{2\pi^3}{3h} \chi^2 \rho^2 k_B^3 T^3. \tag{5.9}
\]

Hence, the two-phonon elastic scattering process contribute to the dephasing of the orbital states and have rates that are proportional to \( \sim T^3 \), matching the observed linewidth behaviour in Fig. 5.2. Therefore our microscopic model shows perfect agreement with the measurements and we can understand the orbital relaxation process as a combination of a single phonon mixing between the orbital states and a two-phonon dephasing process.

For SiV centres under high strain (larger than the spin-orbit interaction), the orbital eigenstates \( \{|e_x\}, \{|e_y\}\} \) no longer have well defined angular momentum. Under such conditions, the inelastic Raman process shown in Fig. 5.5(c) becomes allowed, which results in a competing orbital relaxation rate that scales as \( \sim T^5 \).
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5.3.4 Spin-orbit splitting shifts

The electron-phonon interactions also perturb the energies of the orbital states at second-order. The second-order energy shifts $\delta E_-$ ($\delta E_+$) for states $|e_-\rangle$ ($|e_+\rangle$) can be expressed in a simple form using the linear phonon $\{x, y\}$ polarisation basis. The energy shift due to phonon modes with wavevector $k$ and occupation $n_{x(y),k}$ are

$$
\delta E_-(x(y), k) = \hbar^2 \chi^2_k \left( \frac{n_{x(y),k}}{\omega - \Delta} - \frac{n_{x(y),k} + 1}{\omega + \Delta} \right),
\delta E_+(x(y), k) = \hbar^2 \chi^2_k \left( \frac{n_{x(y),k}}{\omega + \Delta} - \frac{n_{x(y),k} + 1}{\omega - \Delta} \right),
$$

(5.10)

where each polarisation contributes independently. Assuming acoustic modes and that the temperatures are such that only modes with frequencies $\Omega \gg \omega \gg \Delta$ contribute significantly to the integral, then correct to lowest order in $\Delta$, the thermal averages of the shifts in the orbital energies over all (acoustic) vibrational levels are

$$
\overline{\delta E_-} = \hbar^2 \chi \rho \left( -\frac{1}{3} \Omega^3 + \frac{\Delta}{2} \Omega^2 + \frac{\pi^2 k_B^2}{3 \hbar^2} T^2 \right),
\overline{\delta E_+} = -\hbar^2 \chi \rho \left( \frac{1}{3} \Omega^3 + \frac{\Delta}{2} \Omega^2 + \frac{\pi^2 k_B^2}{3 \hbar^2} T^2 \right).
$$

(5.11)

This yields a temperature shift in the spin-orbit splitting

$$
\delta \Delta = \overline{\delta E_+} - \overline{\delta E_-} = -\hbar^2 \chi \rho \Delta \left( \Omega^2 + \frac{2 \pi^2 k_B^2}{3 \hbar^2} T^2 \right),
$$

(5.12)

that is proportional to $T^2$ and a temperature independent mean energy of the orbital states $(\overline{\delta E_+} + \overline{\delta E_-})/2 = -\hbar^2 \chi \rho \Omega^3/3$. This correctly predicts the observed $T^2$ dependence of the fine structure splittings in Fig. 5.4 (c,d) , but it fails to predict the $T^3$ dependence of the optical line position in Fig. 5.4(b).
5.3.5 Optical line position

The failure of the above analysis to predict the temperature shift of the optical line position is due to a well known problem in the treatment of the linear Jahn-Teller interaction [162]. The problem arises from the implicit choice of rectangular mode coordinates for the zero-order vibrational wavefunctions of the perturbative analysis. In rectangular coordinates, the vibrational wavefunction of a pair \((Q_x, Q_y)\) of degenerate E modes is of the form \(\psi_i(Q_x)\psi_j(Q_y)\), where \(i\) and \(j\) are the independent vibrational quantum numbers of the modes. Since the rectangular coordinates do not match the cylindrical symmetry of the linear Jahn-Teller vibrational potential, the rectangular vibrational wavefunctions are a poor choice of zero-order basis [163]. As a consequence, much higher perturbative expansions are required to correctly predict a shift in the optical line position.

A superior choice of basis is obtained by transforming to polar coordinates \((Q_x, Q_y) \to (\rho, \phi)\), within which the vibrational wavefunctions take the form \(\psi_{\nu,l}(\rho, \phi)\), where \(\nu = 1, 2, \ldots\) is the principal vibrational quantum number and \(l = -\nu + 1, -\nu + 2, \ldots, \nu - 1\) is the vibrational angular momentum quantum number, such that the vibrational energies of modes with frequency \(\omega\) are \(E_\nu = \nu \hbar \omega\) [163]. Using the formalism of the linear Jahn-Teller effect in the polar vibrational basis [163], we obtained the second-order shifts of the vibrational energies as per Section 5.3.4. Performing the thermal average of the shifts in the orbital energies over all (acoustic) vibrational levels, the corrected expression for the temperature shift of the optical line position is

\[
\frac{1}{2}(\delta E_+ + \delta E_-) = -2\hbar \chi \rho \int_0^\Omega \frac{2e^{\hbar \omega/k_BT} (e^{2\hbar \omega/k_BT} + 3)}{(e^{\hbar \omega/k_BT} - 1)(e^{\hbar \omega/k_BT} + 1)^2} \omega^2 d\omega \propto T^3, \quad (5.13)
\]

which correctly predicts the \(T^3\) dependence of the optical line position. Note that
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this corrected approach is consistent with the previous subsection and also predicts a $T^2$ dependence of the fine structure splittings. Hence, we can conclude that the electron-phonon processes of the linear Jahn-Teller interactions within the ground and excited electronic levels are responsible for the observed temperature variations of the optical linewidth, position and fine structure splittings.

5.4 Discussion

In Section 5.3, we have shown that a simple model of linear electron-phonon interactions can be used to successfully explain population dynamics ($\gamma_{e,g}^{+,-}$, Section 5.3.2), dephasing processes ($\gamma_{e,g}^{d}$, Section 5.3.3), relative (Section 5.3.4) and mean (Section 5.3.5) energy shifts within the ground and excited states. We next discuss implications of our observations for ground state coherences and approaches that could be used to enhance coherence times.

5.4.1 Implications for ground state coherences

The SiV ground states have spin and orbital degrees of freedom which can be used as qubit states. Fig. 5.6(a) shows the electronic states under a magnetic field applied along the SiV symmetry axis. The orbital relaxation rates $\gamma_{+,-}^{g,e}$ discussed in this manuscript are spin conserving, consistent with the long spin $T_1$ times that were recently measured [61]. Even though such orbital relaxations are spin conserving, the detuning between $|\uparrow\rangle$ and $|\downarrow\rangle$ spin states varies depending on which orbital state is occupied. This means that the phase evolution of any coherent spin state changes after a phonon-induced orbital quantum jump, leading to the accumulation of random...
Figure 5.6: (a) Implications of phonon processes for ground state coherences. The transitions arising from electron-phonon interactions described by our model are spin conserving. Any coherences created between two ground states decay with the orbital relaxation rates. (b) The $\gamma^g_+$ can be suppressed at low temperatures ($T \ll \Delta = \lambda^g_{\text{SO}}$). (c) Large strain fields result in an increased splitting, also resulting in reduced phonon occupation and suppressed $\gamma^g_+$. For (b) and (c), the two lowest energy states constitute a subspace with reduced thermal relaxation and extended coherence.

phase which is measured as decoherence. Hence coherences formed between any of the four states shown in Fig. 5.6 are expected to be limited by the $T_1$ of the orbital degree of freedom.

Recent experiments [62, 61] that probed ground state coherences using coherent population trapping (CPT) have reported $T^*_2$ values that are in good agreement with the orbital $T_1$ reported in our work. We note that the model used in [62] considered thermal relaxation mechanisms only between the two lowest energy ground states shown in Fig. 5.6. The authors concluded thermal relaxation rates between these two states to be suppressed owing to small spin overlap at low magnetic fields, and the $T^*_2$ to be limited by magnetic field noise from the SiV environment. While the former agrees with our model (no relaxation between $|e_-\rangle \downarrow \leftrightarrow |e_+\rangle \uparrow$), all four
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ground states need to be considered to relate orbital relaxation rates to coherences. Based on the close experimental agreement between $T_2^*$ and orbital $T_1$, we conclude that coherence times of SiV ground states are limited by phonon processes even at liquid helium temperatures.

5.4.2 Extending ground state coherences

We have shown that ground state coherences are limited by a single-phonon orbital relaxation process with a rate determined by a combination of phonon density of states and occupation ($\gamma^g_{\pm} \sim \rho(\Delta)(2n(\Delta, T)+1)\mp 1)$ at the energy of the spin-orbit splitting with $\Delta = \lambda_{so}^g \sim 50 \text{ GHz}$. Since the interaction with the phonon bath is a Markovian process, dynamical decoupling sequences cannot be applied to extend coherences. To extend $T_2^*$, we will therefore focus on approaches that reduce the orbital relaxation rates $\gamma^g_{\pm}$.

The first two approaches focus on reducing phonon occupation to decrease $\gamma^g_{\pm}$. The occupation depends on the ratio, $T/\Delta$, of the temperature and the energy splitting between the coupled orbital states. Substantial improvements can be achieved by minimizing this ratio in cooling the sample to lower temperatures ($T \ll \Delta \sim 2.4 \text{ K}$, Fig. 5.6(b)). Based on our fits in Section 5.2.2, the expected orbital relaxation timescale is given by $1/\gamma^g_{\pm} = 101 (e^{2.4/T} - 1) \text{ ns}$ which correspond to 1$\mu$s at 1 K and 1 ms at 0.26 K. A second approach is to increase $\Delta$ by using emitters subject to high strain. At the limit of $\Delta \gg T$, similar reductions in phonon occupation can be used to suppress relaxation rates as shown in Fig. 5.6(c). Based on Eq. (5.5), we find that $1/\gamma^g_{\pm}$ equals 1 ms ($1 \mu$s) for a strain shift of 1.6 THz (0.9 THz) at 4 K. We note that
in both cases, only the two lowest energy states constitute a subspace that does not couple to phonons. The lowest two energy states are therefore expected to have long coherence times and could be used as a long-lived spin qubit.

The linear interaction Hamiltonian of Section 5.3.1 and the resulting single-phonon orbital relaxation process are analogous to the Jaynes-Cummings Hamiltonian and Wigner-Weisskopf model of spontaneous emission used in quantum optics [164]. One can therefore use ideas developed in the context of cavity QED to engineer relaxation rates $\gamma_{\pm}$. In particular, the phonon density of states can be reduced to suppress the orbital relaxation rates. This is analogous to inhibited spontaneous emission of photons [165] which has been observed for microwave and optical photons in atomic and solid-state systems [166, 167, 168]. Acoustic phonons in diamond offer an exciting new platform to probe this effect in a new regime owing to the highly broadband and reflective boundary conditions at the diamond-vacuum interface. To suppress orbital relaxation rates due to phonons at $\Delta \sim 50$ GHz, small nano diamonds ($d < 120$ nm) can be used to realise a complete phononic band gap for $\nu < 50$ GHz phonons owing to the strong confinement [169]. An alternative approach would utilise recent advances in diamond nanofabrication [117, 170] to create 1D-optomechanical structures engineered to inhibit phonon and enhance optical transitions by modifying the density of states [171, 172, 173, 174]. Using this approach both $\gamma_{+}^g$ and $\gamma_{-}^g$ are inhibited, therefore all four ground states can be used as long-lived qubits. We expect both approaches that modify phonon occupation and density of states to result in substantial improvements for the ground state coherences of SiV centres.
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Narrow-linewidth homogeneous optical emitters in diamond nanostructures via silicon ion implantation

6.1 Introduction

Coherent emitters of indistinguishable single photons are a basic ingredient in many quantum information systems[175]. Atom-like emitters in the solid state are a particularly appealing platform for practical quantum information because they can be scalably integrated into nanophotonic devices. However, no single solid-state system has yet combined high brightness of narrowband emission and a low inhomogeneous distribution of photon frequencies from separate emitters (indistinguishabil-
ity) with ease of incorporation into nanophotonic structures on demand. For example, optically active semiconductor quantum dots can be bright and integrable into nanostructures, but have a large inhomogeneous distribution[35]. Nitrogen-vacancy (NV) centers in bulk diamond[105] are bright and photostable, with a moderate inhomogeneous distribution that allows straightforward tuning of multiple NV centers into resonance. These properties allow proof-of-principle demonstrations of quantum information protocols such as remote spin-spin entanglement generation[65, 66] and quantum teleportation[123]. Further progress towards developing NV based quantum devices has been hindered by low indistinguishable photon generation rates associated with the weak NV zero-phonon line, a challenge that could be addressed by integrating NV centers into nanophotonic structures. However, the optical transition frequencies of NV centers are very sensitive to their local environment[48, 129], making integration of spectrally stable emitters into nanophotonic structures a major challenge[49].

The negatively charged silicon-vacancy color center in diamond (SiV) has shown promise in fulfilling the key criteria of high brightness[55], lifetime-limited optical linewidths[176], and a narrow inhomogeneous distribution of optical transition frequencies[128]. The SiV (Fig. 6.1) has electronic states with strong dipole transitions where 70% of the emission is in the zero-phonon line (ZPL) at 737 nm[55]. The inversion symmetry of the SiV prevents first-order Stark shifts, suppressing spectral diffusion[176] and allowing indistinguishable photons to be generated from separate emitters without the need for tuning or extensive pre-selection of emitters[142]. When combined with a spin degree of freedom[126], the SiV center’s bright narrowband tran-
sition, narrow inhomogeneous distribution, and spectral stability make it a promising candidate for applications in quantum optics and quantum information science.

Silicon-vacancy centers occur only rarely in natural diamond[177], and are typically introduced during CVD growth via deliberate doping with silane[137, 148] or via silicon contamination[176, 153, 152, 128, 178]. While these techniques typically result in a narrow inhomogeneous distribution of SiV fluorescence wavelengths, these samples have a number of disadvantages. For example, the concentration of SiV centers can be difficult to control and localization of SiV centers in three dimensions is impossible.

Ion implantation offers a promising solution to these problems. By controlling the energy, quantity, and isotopic purity of the source ions, the depth, concentration, and isotope of the resulting implanted ions can be controlled. Ion implantation is widely commercially available. Targeted ion implantation using a focused silicon ion beam is also possible, allowing for placement of silicon defects in all three dimensions with precision on the scale of tens of nanometers[179]. Despite the advantages of ion implantation, there have been conflicting results[180, 179, 58] on the brightness and creation yield of SiV centers produced using this method and no systematic studies of the inhomogeneous distribution of SiV fluorescence wavelengths. Although there has been a single report of an implanted SiV with a linewidth roughly 10 times the lifetime limit[62], to the best of our knowledge there has been up to now no consistent method for producing SiV centers with bright, narrow-linewidth emission using ion implantation. These two criteria of a low inhomogeneous distribution relative to the single-emitter linewidth and narrow single-emitter linewidth relative to the lifetime
Figure 6.1: Properties of the SiV center. a. Atomic structure of the SiV center. The V-Si-V axis lies along the <111> lattice direction. The SiV has D<sub>3d</sub> symmetry. b. Level structure of the SiV center. The SiV is a single-hole system with double orbital and spin degeneracy. This degeneracy is partially lifted by spin-orbit coupling ($\lambda_{SO}^{g} = 47$ GHz and $\lambda_{SO}^{u} = 260$ GHz[58, 176]). Lattice strain increases the splitting between these spin-orbit levels, shifting the transition frequencies. c. Fluorescence spectra of the ZPLs of single SiV centers in high-strain (blue, dashed) and low-strain (red) environments at 9–15 K. Transitions B and C are less sensitive to strain compared with transitions A and D because the ground and excited states shift in the same (opposite) directions for transitions B and C (A and D)[128]. Unstrained spectrum offset and scaled vertically for clarity. d. Linewidth (FWHM) of representative implanted SiV in bulk (unstructured) diamond measured by PLE spectroscopy (blue points: data; red line: Lorentzian fit). Inset: histogram of emitter linewidths in bulk diamond. Almost all emitters have a linewidth within a factor of three of the lifetime limit (94 MHz).
limit are essential for quantum optics applications[175, 91].

In this chapter, we report the creation of SiV centers in diamond using ion implantation. Implantation is followed by high-temperature high-vacuum annealing to facilitate SiV formation and repair implantation-induced damage to the lattice. The resulting emitters have narrow optical transitions within a factor of four of the lifetime limited linewidth and a narrow inhomogeneous distribution such that the half of the emitters have transitions that lie in a 15 GHz window. Finally, we incorporate these SiV centers into nanostructures and demonstrate that their favorable optical properties are maintained even after fabrication.

The silicon-vacancy color center is a point defect in diamond wherein a silicon atom occupies an interstitial position between two vacancies (Fig. 6.1a)[124]. The SiV is a spin-$\frac{1}{2}$ system with ground ($^2E_g$) and excited ($^2E_u$) states localized to the diamond bandgap[59, 124, 125]. Both states have double spin and orbital degeneracies partially lifted by the spin-orbit interaction (Fig. 6.1b) which splits each quartet into two degenerate doublets. The spin-orbit splittings for the ground and excited states are 0.19 and 1.08 meV (47 and 260 GHz), respectively (Fig. 6.1c)[59, 58]. All transitions between the ground and excited states are dipole-allowed with a ZPL energy of 1.68 eV ($\lambda = 737$ nm) and an excited state lifetime of under 1.7 ns[181]. These optical transitions can have linewidths (Fig. 6.1d) comparable to the lifetime limit of 94 MHz[176].

The SiV is sensitive to strain, which can both shift the average energy (for axial strain) and increase the splitting (for transverse strain) in the ground and excited state manifolds (Fig. 6.1b, last column)[126, 58]. Transitions B and C within the
ZPL are relatively insensitive to transverse strain because their ground and excited states shift in the same direction: both upward for transition B and both downward for transition C (Fig. 6.1c)[128]. Transition C is between the lowest energy ground and excited states which are also isolated from the phonon bath at low temperatures[181]. This transition is therefore the most suitable for applications in quantum information science.

### 6.2 Creating SiV centers with ion implantation

We create SiV centers using the following procedure: First, we begin with a polished CVD diamond (Element Six Inc., $[N]_S^0 < 5$ ppb, \{100\} oriented top face). Previous work suggests that mechanical polishing produces a strained and damaged layer close to the surface that results in reduced mechanical stability of nanofabricated structures[130]. We also expect that the strain introduced by mechanical polishing will lead to a larger inhomogeneous distribution of SiV wavelengths. We reduce this damage by removing 5 $\mu$m of diamond through reactive ion etching, producing a smooth (under 1 nm RMS roughness) surface. More details on this technique can be found elsewhere[130, 54]. An otherwise identical control sample was also put through the same implantation procedure but without this pre-etching step. We then implant $^{29}$Si$^+$ ions (Innovion Corporation) at a dose of $10^{10}$ ions/cm$^2$ and an energy of 150 keV resulting in an estimated depth of 100 ± 20 nm[182].

After implantation, we clean the samples using an oxidative acid clean (boiling 1:1:1 perchloric:nitric:sulfuric acid)[183] and then perform two high-temperature high-vacuum ($\ll 10^{-6}$ Torr) anneals. The first anneal is at 800 $^\circ$C for eight hours.
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after a four-hour bake-out step at 400 °C. At 800 °C, vacancies are mobile[184, 185, 42] leading to the formation of SiV centers. The second anneal is the same as the first, but with an additional step at 1100 °C with a two-hour dwell time. At this temperature, divacancies and other defects can also anneal out[186, 187]. For all annealing steps, we use slow temperature ramps (≲ 35 °C per hour) to maintain low pressures in our furnace. This annealing procedure, inspired by previous work with SiV[188, 152] and NV[186, 189, 190, 54] centers, both aids in the formation of SiV centers and also helps remove damage to the crystal lattice, reducing local strain. The residual graphitic carbon produced during these high-temperature anneals was removed by again performing the oxidative acid clean. Before each annealing step, we use X-ray photoelectron spectroscopy to verify that the surface is free of contaminants.

6.3 Results and discussion

6.3.1 SiV centers in bulk diamond

We confirm that the SiV centers exhibit narrow-linewidth optical transitions by performing photo-luminescence excitation (PLE) spectroscopy after 1100 °C annealing. In this experiment, we scan the frequency of a weak resonant laser (New Focus Velocity, linewidth ∆f ≲ 25 MHz over the course of the experiment, stabilized with a High Finesse WS7 wavemeter) across transition C and monitor the fluorescence on the phonon-sideband (PSB). We integrate over several scans to reconstruct the time-averaged shape and position of the SiV ZPL (Fig. 6.1d). We perform these measurements in a helium flow cryostat at a sample stage temperature of 3.7 K to
avoid phonon-induced broadening of the optical transition[181]. The emitters are resonantly excited below saturation to avoid power broadening. (See Appendix C for more experimental details.) We find that SiV centers in bulk diamond have narrow optical transitions with linewidths of $\Gamma/2\pi = 320 \pm 180$ MHz (mean and standard deviation for $N = 13$ spatially resolved emitters). Almost all SiV centers have a linewidth within a factor of three of the lifetime limit (Fig. 6.1d, inset). As defined here, these linewidths include the effects of phonon broadening and all spectral diffusion that happens at any timescale during the course of the experiment (4–15 minutes).

We characterize the inhomogeneous distribution of the implanted SiV fluorescence wavelengths after each annealing step via photoluminescence spectroscopy. To perform these measurements, we excite the SiV centers using off-resonant light from a 700 nm diode laser. Off-resonant excitation at 520 nm is also possible. Using both of these wavelengths together results in a superlinear enhancement in the observed count rate, suggesting that the 520 nm laser may play a role in stabilizing the SiV charge state. The resulting fluorescence is sent to a spectrometer (Horiba iHR550, 0.025 nm resolution). We perform these measurements at 9–15 K.

After annealing at 800 °C, the observed distribution is broad, with about half of the emitter transition wavelengths lying within a 3–4 nm range (Fig. 6.2a, red dashed curve). Transition C was used where unambiguous identification was possible; otherwise, the brightest transition (which should correspond to transition C[128, 176]) was used. After the 1100 °C anneal, the distribution becomes more than 100 times narrower, with about half of the 13 measured emitters (transition C) now lying in a 0.03 nm (15 GHz) window (Fig. 6.2a and 6.2b, blue solid curves). In both cases, we
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Figure 6.2: Inhomogeneous distribution of fluorescence wavelengths of implanted SiV transitions. **a.** Kernel density estimation of distribution of bulk SiV wavelengths after 800 °C (N = 19, red dashed curve) and 1100 °C (N = 13, blue solid curve) annealing. The distribution narrows from 3–4 nm (800 °C anneal) to 0.03 nm (15 GHz, 1100 °C anneal). **b.** Zoomed-in distribution (transition C) after 1100 °C annealing. Note the smaller wavelength range on the horizontal axis. **c.** Sum of spectra for different SiV centers after 1100 °C annealing. The SiV fine structure is clearly present, demonstrating that the inhomogeneous distribution is small. **d, e.** Spatial map of collected fluorescence (thousands of counts per second) over a region of bulk diamond exciting off (d) and on (e) resonance. By comparing the densities of emitters, we estimate that 30 ± 15% of the emitters are nearly resonant. These measurements were taken at 9–15 K.
focus on transition C because it is the brightest transition and relatively insensitive to strain[128] and phononic decoherence[181]. The other transitions are also much more narrowly distributed after 1100 °C annealing. In Fig. 6.2c, we plot a composite spectrum constructed by summing over all of the normalized 13 SiV spectra taken after 1100 °C annealing. This composite spectrum is very similar to the spectrum of a single unstrained SiV center (Fig. 6.1c) and shows the expected fine-structure splitting, demonstrating that the inhomogeneous distribution of SiV transition wavelengths is small compared to the fine-structure splitting. This result is comparable to reported inhomogeneous distributions reported for SiV centers created during CVD growth[176, 142, 128, 58]. It is possible that even higher temperature annealing could further reduce this inhomogeneous distribution[152, 190].

To estimate the yield of conversion from implanted Si+ ions to SiV centers, we perform scanning confocal microscopy (Fig. 6.2d). Exciting with several milliwatts of off-resonant light (700 nm) gives around $10^5$ counts per second (cps) into a single-mode fiber from a single SiV in a 20 nm spectral range around the ZPL. In the resulting microscope image, we count the number of SiV centers and estimate a density of 0.5–1/µm². Based on our Si+ implantation density of 100/µm², we estimate our SiV creation yield after 800 °C annealing to be 0.5–1%. There was no clear difference in the yield after performing the 1100 °C anneal. Furthermore, the yield in the sample that was not pre-etched was significantly higher (2–3%). The observations that higher-temperature annealing did not increase the yield and that the sample with greater surface damage had a larger yield both support the model that SiV formation is limited by the presence and diffusion of nearby vacancies[188, 187]. This yield could
be increased by electron irradiating the sample to create a higher vacancy density in a controllable way[186, 188, 148].

To visualize the density of nearly resonant SiV centers, we resonantly excited the SiV centers with a Rabi frequency of several GHz using an external-cavity diode laser tuned to the center of the inhomogeneous distribution. We scan spatially over the sample and collect fluorescence on the phonon side-band (PSB). The resulting image taken in the same region of the sample (Fig. 6.2e) has about a factor of three fewer emitters compared to the image taken with off-resonant excitation (N~100 vs. ~340); roughly 30% of the emitters are near-resonant (within our few GHz Rabi frequency).

6.3.2 SiV centers in nanostructures

One major advantage of building quantum devices with solid-state emitters rather than trapped atoms or ions is that solid state systems are typically more easily integrated into nanofabricated electrical and optical structures[140, 191]. The scalability of these systems is important for practical realization of even simple quantum optical devices[192]. Unfortunately, many solid-state systems suffer serious deterioration in their properties when incorporated into nanostructures. For example, the large permanent electric dipole of NV centers in diamond causes coupling of the NV to nearby electric field noise, shifting its optical transition frequency as a function of time. The SiV is immune to this spectral diffusion to first order because of its inversion symmetry[142] and is therefore an ideal candidate for integration into diamond nanophotonic structures. Motivated by these considerations, we fabricated an array of diamond nanophotonic waveguides (Fig. 6.3a) on the pre-etched sample characterized...
above using previously reported methods [130, 52]. Each waveguide (Fig. 6.3a, inset) is 23 $\mu$m long with approximately equilateral-triangle cross sections of side length 300–500 nm. After fabrication, we again performed the same 1100 °C annealing and acid cleaning procedure. Many SiV centers are visible in a fluorescence image of the final structures (Fig. 6.3b). Photon correlation measurements (Appendix C) verify our ability to create and image single SiV centers.

To characterize the optical coherence properties of SiV centers in nanostructures, we again perform PLE spectroscopy. SiV centers in nanostructures have narrow transitions with a full-width at half-maximum (FWHM) of $\Gamma_n/2\pi = 410 \pm 160$ MHz (mean and standard deviation for $N = 10$ emitters; see Fig. 6.3c inset for linewidth histogram), only a factor of 4.4 greater than the lifetime limited linewidth $\gamma/2\pi = 94$ MHz. The linewidths measured in nanostructures are comparable to those measured in bulk (unstructured) diamond ($\Gamma_b/2\pi = 320 \pm 180$ MHz). The ratios $\Gamma_n/\gamma$ and $\Gamma_b/\gamma$ are much lower than the values for NV centers, where the current state of the art for typical implanted NV centers in nanostructures [49] and in bulk [54] is $\Gamma_n/\gamma \gtrsim 100–200$ and $\Gamma_b/\gamma \gtrsim 10$ ($\gamma/2\pi = 13$ MHz for NV centers).

It is possible for the lifetime in nanostructures to be longer than the lifetime in the bulk since the local photonic density of states is generally reduced inside such a structure [81, 193]. This potential change in lifetime would change the lifetime-limited linewidth and can also provide indirect evidence of the SiV quantum efficiency. To probe this effect, we measured the lifetime of nine SiV centers. The lifetime measured in the nanobeam waveguides ($\tau = 1.69 \pm 0.14$ ns, $N = 5$) was not significantly different from the lifetime measured in the bulk-like anchors ($\tau = 1.75 \pm 0.08$ ns, $N = 4$). Both
Figure 6.3: SiV centers in nanostructures.  
b. Spatial map of ZPL fluorescence collected by scanning confocal microscopy with off-resonant excitation. Multiple SiV centers are visible in each waveguide.  
c. Linewidth of representative implanted SiV inside a nano-waveguide measured by PLE spectroscopy (blue points: data; red line: Lorentzian fit). Inset: histogram of emitter linewidths in nanostructures. Most emitters have linewidths within a factor of four of the lifetime limit.  
d. Spectral diffusion of the emitter measured in part c. The total spectral diffusion is under 400 MHz even after more than an hour of continuous measurement. This diffusion is quantified by measuring the drift of the fitted center frequency of resonance fluorescence scans as a function of time. Error bars are statistical error on the fitted center position. The lighter outline is the FWHM of the fitted Lorentzian at each time point.
values are in good agreement with the literature[181, 62].

By extracting the center frequency of each individual scan, we also determine the rate of fluctuation of the ZPL frequency and therefore quantify spectral diffusion (Fig. 6.3d). Optical transition frequencies in SiV centers are stable throughout the course of our experiment, with spectral diffusion on the order of the lifetime-limited linewidth even after more than an hour. Characterizing the inhomogeneous distribution of SiV centers in nanostructures is challenging because off-resonant excitation leads to strong background fluorescence, making exhaustive identification of all SiV centers in a given region difficult. Nevertheless, it is easy to find multiple SiV centers in nanostructures at nearly the same resonance frequency: to find the above ten emitters, we scanned the laser frequency over only a 20 GHz range.

The residual broadening of the optical transition can result from a combination of second-order Stark shifts and phonon-induced broadening. The presence of a strong static electric field would result in an induced dipole that linearly couples to charge fluctuations, accounting for the slow diffusion. Finally, we expect that up to 50 MHz of additional broadening could arise from the hyperfine interaction[61] present due to our choice of \(^{29}\)Si ions. Determining the precise mechanisms limiting SiV linewidths is an important topic of future study.

To conclude, we have presented optical emission from implanted SiV centers with a narrow inhomogeneous distribution of SiV optical transition wavelengths and nearly lifetime-limited optical linewidths. These properties persist after nanofabrication, making the SiV center uniquely suited for integration into quantum nanophotonic devices[91, 194]. Recent advances in diamond fabrication technology[130, 131, 195]
suggest the tantalizing possibility of scalably integrating these high-quality implanted SiV centers into nanowire single photon sources[81] or nanocavities[196, 154]. Furthermore, combining our processing procedure with targeted implantation of silicon using a focused ion beam[179] either before or after fabrication[197] could significantly improve photonic device yields and reproducibility by deterministically positioning individual SiV centers in all three dimensions. Our work, combined with the promise of these future advances, could make the SiV center a new workhorse in solid-state quantum optics.
Chapter 7

An integrated diamond nanophotonics platform for quantum optical networks

Efficient interfaces between photons and quantum emitters are central to applications in quantum science [8, 198] but are challenging to implement due to weak interactions between single photons and individual quantum emitters. Despite advances in the control of microwave and optical fields using cavity and waveguide quantum electrodynamics (QED) [134, 199, 37, 200, 201, 202, 203], the realization of integrated quantum devices where multiple qubits are coupled by optical photons remains an outstanding challenge [35]. In particular, due to their complex environments, solid-state emitters have optical transitions that generally exhibit a large inhomogeneous distribution [204, 35], rapid decoherence [201] and significant spectral diffusion, especially in nanostructures [49]. Moreover, most solid-state emitters appear at random
positions, making the realization of scalable devices with multiple emitters difficult
[204, 154].

7.1 Diamond platform for quantum nanophotonics.

Our approach uses negatively-charged silicon-vacancy (SiV) color centers[58] integrated into diamond nanophotonic devices. SiV centers in high-quality diamond crystals show nearly lifetime-broadened optical transitions with an inhomogeneous (ensemble) distribution on the order of the lifetime-broadened linewidth[127]. These properties arise from the inversion symmetry of the SiV center which protects the optical transitions from electric field noise in the environment[142, 205].

The stable quantum emitters are integrated into one-dimensional diamond waveguides and photonic-crystal cavities with small mode volumes \( V \) and large quality factors \( Q \). These nanophotonic devices are fabricated using angled reactive-ion etching to scalably create free-standing single-mode structures starting from bulk diamond[195]. The fabrication process is described in Appendix D. As an example, Figs. 7.1C and D.3 show structures consisting of a notch for free space-waveguide coupling (at \( \sim 1\% \) efficiency), a waveguide section on each side and a cavity (Fig. 7.1B). The measured cavity \( Q = 7200 \) \((500)\) is limited predominantly by decay to the waveguide, so the system has high transmission on resonance. We measure the cavity mode profile and infer \( V \sim 2.5(\lambda/n)^3 \) using a uniform, high density SiV ensemble (Fig. D.4).

To obtain optimal coupling between an individual SiV and the cavity mode, we
Figure 7.1: Positioning and strong coupling of SiVs in diamond cavities. (A) Schematic of an SiV center in a diamond photonic crystal cavity. (B) Scanning electron micrograph (SEM) of a cavity. (C) SEM of five cavities fabricated out of undoped diamond. After fabrication, SiV centers are deterministically positioned at the center of each cavity using focused Si\(^+\) ion beam implantation. (D) SiV fluorescence is detected at the center of each nanocavity shown in (C). (E) Measured cavity transmission (blue, Ch. 3) and SiV scattered fluorescence (red, Ch. 2) spectrum. Three SiV centers are coupled to the cavity and each results in suppressed transmission. (F) Strong extinction, \(\Delta T/T = 38(3)\%\), of probe transmission from a single SiV center. Optical transition linewidths \(\Delta \nu\) are measured with the cavity detuned (orange) and on resonance (red, count rate offset by \(-150\) Hz and multiplied by 3.3) with the SiV transition.
use a focused ion beam to implant Si⁺ ions at the center of the cavities as illustrated in Fig. 7.1C. To form SiVs and mitigate crystal damage from fabrication and implantation, we subsequently anneal the sample at 1200 °C in vacuum[205]. This targeted implantation technique enables positioning of emitters inside the cavity with close to 40 nm precision in all three dimensions and control over the isotope and average number of implanted Si⁺ ions. We fabricate ~ 2000 SiV-cavity nodes on a single diamond sample with optimal spatial alignment. For example, Fig. 7.1D shows fluorescence from the array of cavities implanted with Si⁺ ions in Fig. 7.1C. SiV fluorescence is detected at the center of each cavity, demonstrating high-yield creation of SiV-cavity nodes. The number of SiVs created varies based on the number of implanted ions and the ~2% conversion yield from Si⁺ to SiV. For our experiments, we create an average of ~5 SiVs per cavity. Because each SiV can be resolved in the frequency domain, device creation is nearly deterministic: most SiV-cavity nodes can be used for the experiments described below.

We characterize the coupled SiV-cavity system at 4 K using the setup described in Appendix D. As shown in Figs. 7.1B and D.1, three optical beams are focused on the nanostructure to excite the waveguide mode (Channel 1), to detect fluorescence scattering and to control the SiV (Channel 2) and to detect transmission (Channel 3). In subsequent experiments (Figs. 7.4 and 7.5), efficient collection with a tapered optical fiber is employed. We scan the frequency ν of the weak excitation laser across the SiV resonance ν₀ = 406.706 THz and monitor the transmitted and scattered field intensities (Fig. 7.1E). We observe three fluorescence peaks in Channel 2 from three SiV centers in a single cavity (red curve in Fig. 7.1E). At the same time, within
the broad cavity transmission spectrum measured in Channel 3, each of these three resonances results in strong extinction of the cavity transmission indicating that all three SiVs couple to the cavity mode.

The strength of the SiV-cavity coupling is evaluated using the data in Fig. 7.1F. When the cavity is off-resonant with the emitter, the SiV transition linewidth is $\Delta \nu = 298 (5) \text{ MHz}$ (orange curve) and the excited state lifetime is $\tau_e = 1.8 (1) \text{ ns}$. This is close to the lifetime-broadening limit of 90 MHz with additional nonradiative broadening likely due to a combination of finite-temperature effects[181] and residual spectral diffusion[205]. When the cavity is tuned into resonance, the transition is radiatively broadened to $\Delta \nu = 590 (30) \text{ MHz}$ (red curve) with a corresponding measured reduction in lifetime $\tau_e = 0.6 (1) \text{ ns}$ (limited by detection bandwidth). At the same time, we find that a single SiV results in 38 (3)% extinction of the probe field in transmission (Fig. 7.1F, blue curve). Based on the radiative broadening shown in Fig. 7.1F, we infer a cooperativity of $C = 4g^2 / \kappa \gamma = 1.0 (1)$ for the SiV-cavity system with cavity QED parameters $\{g, \kappa, \gamma\} / 2\pi = \{2.1, 57, 0.30\} \text{ GHz}$ where $g$ is the single-photon Rabi frequency, $\kappa$ is the cavity intensity decay rate and $\gamma$ is the SiV optical transition linewidth.

### 7.2 Quantum-optical switch based on a single SiV center

The coupled emitter-cavity system can be used to create strong interactions between single photons and achieve single-photon nonlinearities[206, 198]. To probe the
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![Figure 7.2: An all-optical switch using a single SiV. The transmission of a probe field is modulated using a gate pulse that optically pumps the SiV to state $|u⟩$ (A) or $|c⟩$ (B). (C) Probe field transmission measured after the initialization gate pulse. Initialization in state $|u⟩$ ($|c⟩$) results in increased (suppressed) transmission, and (D) suppressed (increased) fluorescence.](image)

nonlinear response of the SiV-cavity system, we repeat the transmission and linewidth measurements of Fig. 7.1F at increasing probe intensities. As expected [207, 206], we find that the system saturates at a level less than a single photon per Purcell-enhanced excited-state lifetime (Fig. 7.3A), resulting in power broadening in fluorescence ($Δν$) and reduced extinction in transmission ($ΔT/T$).

We realize an all-optical switch with memory by optically controlling the metastable orbital states [62, 61, 208] of a single SiV (Fig. 7.2). Specifically, we use a 30 ns long gate pulse to optically pump the SiV to an orbital state that is uncoupled ($|u⟩$, Fig. 7.2A) or coupled ($|c⟩$, Fig. 7.2B) to a weak probe field resonant with the cavity. The response of the system to the probe field after the gate pulse is monitored both in transmission (Fig. 7.2C) and fluorescence (Fig. 7.2D). If the gate pulse initializes the system in state $|c⟩$ (blue curves), the transmission is reduced while the fluorescence scattering is increased. Initializing the system in state $|u⟩$ (red curves) results in increased transmission and reduced fluorescence scattering. The observed modulation
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demonstrates switching of a weak probe pulse by a classical gate pulse. The switch
memory time is limited by a thermal phonon relaxation process between $|c\rangle$ and $|u\rangle$
that depolarizes the system over $\tau_0 \sim 10 \text{ ns}$ at 4 K [181].

To investigate these processes at the single-photon level, we resonantly excite the
SiV-cavity system with a weak coherent light and measure photon statistics of the
scattered and transmitted fields. To this end, scattered and transmitted light are each
split to two detectors (Fig. D.1), allowing us to measure normalized intensity auto-
correlations for the scattered ($g_{SS}^{(2)}(\tau)$, Fig. 7.3B) and transmitted ($g_{TT}^{(2)}(\tau)$, Fig. 7.3C)
fields as well as cross-correlations between the two channels ($g_{ST}^{(2)}(\tau)$, Fig. 7.3D). At
short timescales determined by the excited state lifetime $\tau_e$, we observe strong anti-
bunching of photons scattered by the SiV ($g_{SS}^{(2)}(0) = 0.15(4)$), consistent with scat-
ering from a single emitter. In transmission, the photons are strongly bunched with
$g_{TT}^{(2)}(0) = 1.50(5)$. This photon bunching in transmission results from the interfer-
ence between the weak probe field and the anti-bunched resonant scattering from the
SiV. The destructive interference for single photons yields preferential transmission
of photon pairs and is a direct indication of nonlinear response at the single-photon
level [207, 206]. In other words, a single photon in an optical pulse switches a sec-
ond photon, and the system acts as a photon number router where single photons
are scattered while photon pairs are preferentially transmitted. Finally, both bunch-
ing ($g_{ST}^{(2)}(0) = 1.16(5)$) and anti-bunching are observed for scattering-transmission
cross-correlations at fast and slow timescales respectively.

To understand the system saturation and switching responses in Figs. 7.2 and
7.3, we model the quantum dynamics of the SiV-cavity system using the cavity QED
Figure 7.3: Single-photon switching. (A) Cavity transmission and SiV transition linewidth measured at different probe intensities. (B, C) Intensity autocorrelations of the scattered (fluorescence) and transmitted fields. The scattered field shows antibunching (B), while the transmitted photons are bunched with an increased contribution from photon pairs (C). (D) Intensity cross-correlation between the scattered and transmitted fields. $g^{(2)}_{SS}$ is measured under different conditions with above saturation excitation.
parameters measured in Fig. 7.1 and a three-level model of the SiV (Figs. 7.2 and D.7). This model is described in detail in Appendix D. The results of our calculation are in excellent agreement with our observations (solid curves in Figs. 7.1-7.3). Specifically, the presence of a second metastable state, $|u\rangle$, reduces the extinction in linear transmission (Fig. 7.1F) and affects the nonlinear saturation response[206]. The metastable state $|u\rangle$ also causes both slow dynamics in photon correlation measurements (Fig. 7.3) at the metastable orbital relaxation timescale of $\tau_0$ as well as an asymmetry in cross-correlations. In these measurements, the detection of a transmitted (scattered) photon preferentially prepares the SiV in state $|u\rangle$ ($|c\rangle$), resulting in enhanced (reduced) transmission and reduced (enhanced) scattering for $\tau_0$.

### 7.3 Tunable single-photon source using Raman transitions.

A key challenge for building scalable quantum networks using solid-state emitters is the spectral inhomogeneity of their optical transitions. Although the inhomogeneous broadening of SiVs is suppressed by inversion symmetry, SiVs inside nanostructures still display a substantial inhomogeneous distribution (seen in Fig. 7.1E) due to residual strain from fabrication[205]. To mitigate this effect, we use Raman transitions between the metastable orbital states of SiV centers. When a single SiV is excited from the state $|u\rangle$ at a detuning $\Delta$ (Fig. 4B), the emission spectrum includes a spontaneous component at frequency $\nu_{ec}$ and a Raman component at frequency $\nu_{ec} - \Delta$ that is tunable by choosing $\Delta$. 
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Figure 7.4: Spectrally-tunable single-photons using Raman transitions. (A) Photons scattered by a single SiV into a diamond waveguide are efficiently coupled to a single-mode (SM) fiber. A scanning Fabry-Perot (FP) cavity is used to measure emission spectra. (B) Under excitation at a detuning $\Delta$, the emission spectrum contains spontaneous emission (labeled $S$) at frequency $\nu_{ec}$ and narrow Raman emission ($R$) at frequency $\nu_{ec} - \Delta$. (C) $\Delta$ is varied from 0 to 6 GHz in steps of 1 GHz and a corresponding tuning of the Raman emission frequency is observed. The red curves in (B) and (C) are the same data.
Tunable single-photon emission is experimentally realized by implanting SiVs inside a one-dimensional diamond waveguide and continuously exciting the emitters from free space (Fig. 7.4A). The fluorescence scattering into the diamond waveguide is coupled to a tapered single-mode fiber with $\geq 70\%$ efficiency using adiabatic mode transfer[134, 209, 210]. As we change the excitation frequency from near-resonance to a detuning of $\Delta = 6$ GHz, we observe a corresponding tuning of the Raman emission frequency $\nu_{ec} - \Delta$ while the spontaneous emission frequency remains nearly fixed at $\nu_{ec}$ up to an AC Stark shift (Figs. 7.4C and D.8).

The Raman linewidth can be controlled by both the detuning and the power of the driving laser, and is ultimately limited by the ground state coherence between states $|u\rangle$ and $|c\rangle$. At large detunings and low power, we measure a subnatural Raman linewidth of less than 30 MHz (Fig. D.8). The nonclassical nature of the Raman emission is demonstrated via photon correlation measurements. The Raman photons from a single SiV are antibunched with $g^{(2)}_{\text{single}}(0) = 0.16 (3)$ (orange curve in Fig. 7.5D) close to the ideal limit $g^{(2)}_{\text{single}}(0) = 0$. For the continuous excitation used here, we detect Raman photons at a rate of $\sim 15$ kHz from a single SiV. After a Raman scattering event, the SiV cannot scatter a second photon within the metastable orbital state relaxation timescale $\tau_0$, limiting the Raman emission rate. This rate can be improved using a pulsed excitation scheme where the SiV is first prepared in state $|u\rangle$ via optical pumping and subsequently excited with a pulse of desired shape and duration. Unlike previous demonstrations of Raman tuning of solid-state quantum emitters [211, 212], the tuning range demonstrated here is comparable to the inhomogeneous distribution of the SiV ensemble and can thus be used to tune
pairs of SiV centers into resonance.

7.4 Entanglement of two SiV centers in a nanophotonic waveguide

Quantum entanglement is an essential ingredient in quantum networks[8]. Although optical photons were recently used to entangle solid-state qubits over long-distances[66, 213], optically-mediated entanglement of solid-state qubits in a single nanophotonic device has not yet been observed.

Motivated by the proposals for probabilistic entanglement generation based on interference of indistinguishable photons[214], we use two SiV centers inside a diamond waveguide (Fig. 7.5A), continuously excite each SiV on the $|u\rangle \rightarrow |e\rangle$ transition with a separate laser, and measure photon correlations in the waveguide mode. If the Raman transitions of the two SiVs are not tuned into resonance, the photons are distinguishable, resulting in the measured $g^{(2)}_{\text{dist}}(0) = 0.63 (3)$ (blue curve in Fig. 7.5D) close to the conventional limit associated with two single photon emitters $g^{(2)}_{\text{dist}}(0) = 0.5$ [142]. Alternatively, if the Raman transitions of the two SiVs are tuned instead into resonance with each other, an interference feature is observed in photon correlations around zero time delay with $g^{(2)}_{\text{ind}}(0) = 0.98 (5)$ (red curve in Fig. 7.5D).

These results can be understood by considering the level diagrams in Figs. 7.5B and 7.5C involving the SiV metastable states $|u\rangle$ and $|c\rangle$[215, 202]. Photon correlation measurements probe the conditional dynamics of the two SiVs starting in state $|uuu\rangle$. In this state, each SiV scatters Raman single photons to the waveguide at a rate $\Gamma_{1D}$. 
However, when the Raman transitions of the two SiVs are tuned into resonance with each other, it is fundamentally impossible to distinguish which of the two emitters produced a waveguide photon. Thus, emission of an indistinguishable single photon leaves the two SiVs prepared in the entangled state $|B\rangle = (|cu\rangle + e^{i\phi}|uc\rangle)/\sqrt{2}$ \[214\] (Fig. 7.5B), where $\phi$ is set by the propagation phase between emitters spaced by $\Delta L$ and the relative phase of the driving lasers which is constant in each experimental run (Fig. D.9). This state is a two-atom superradiant Dicke state with respect to the waveguide mode, independent of the value of $\Delta L$\[215\]. This implies that although there is only a single excitation stored in the state $|B\rangle$, it will scatter Raman photons at a rate $2\Gamma_{1D}$ that is twice the scattering rate of a single emitter. This enhanced emission rate into the waveguide mode results in the experimentally observed interference peak at short time delays (Fig. 7.5D) and is a signature of entanglement. Our measured value of $g_{\text{ind}}^{(2)}(0) = 0.98 (5)$ is close to the ideal limit where the factor of two enhancement in the emission from the entangled state $|B\rangle$ yields $g_{\text{ind}}^{(2)}(0) = 1$.

The visibility of the interference signal in photon correlation measurements in Fig. 7.5D can be used to evaluate a lower bound on the conditional entanglement fidelity $F = \langle B | \rho | B \rangle$. For experimental runs where we detect a photon coincidence within the interference window (rate $\sim 0.5$ Hz), we find that the two SiVs were in an entangled state with $F \geq 82(7)\%$ after the emission of the first photon. This conditional fidelity is primarily limited by laser leakage and scattering from nearby SiVs that yield false detection events. Our measurements also demonstrate entanglement generation (rate $\sim 30$ kHz) after a single Raman photon emission event. As discussed in Appendix D, using photon correlation data and steady state populations of SiV
Figure 7.5: Quantum interference and two-SiV entanglement in a nanophotonic waveguide. (A) Photons scattered by two SiV centers into a diamond waveguide are detected after a polarizer. (B) After emission of an indistinguishable photon, the two SiVs are in the entangled state $|B\rangle$ which decays at the collectively enhanced rate of $2\Gamma_{1D}$ into the waveguide. (C) After emission of a distinguishable photon, the two SiVs are in a classical mixture of states $|uc\rangle$ and $|cu\rangle$ which decays at a rate $\Gamma_{1D}$ into the waveguide. (D) Intensity autocorrelations for the waveguide photons. Exciting only a single SiV yields $g^{(2)}_{\text{single}}(0) = 0.16 \ (3)$ for SiV1 (orange data), and $g^{(2)}_{\text{single}}(0) = 0.16 \ (2)$ for SiV2. Blue: Both SiVs excited; Raman photons are spectrally distinguishable. Red: Both SiVs excited; Raman photons are tuned to be indistinguishable. The observed contrast between the blue and the red curves at $g^{(2)}(0)$ is due to the collectively enhanced decay of $|B\rangle$. The solid curves are fits to a model described in Appendix D.
orbital states, we find that a single photon emission results in an entangled state with positive concurrence $C > 0.090 \pm 0.024$, which is limited by imperfect initialization in state $|uu\rangle$. The width of the interference signal in Fig. 7.5D can be used to extract a lifetime $T_2^* \approx 2.5\text{ ns}$ of the entangled state $|B\rangle$. This lifetime is mainly limited by imperfect spectral tuning of the two Raman photons from the two SiVs, resulting in a relative frequency detuning $\delta$. In this regime, emission of a first photon results in a state $|\psi(\tau)\rangle = (|cu\rangle + e^{i(\phi - 2\pi \delta \tau)}|uc\rangle) / \sqrt{2}$ that oscillates at frequency $\delta$ between states $|B\rangle$ and the subradiant state $|D\rangle = (|cu\rangle - e^{i\phi}|uc\rangle) / \sqrt{2}$. Since $|D\rangle$ does not couple to the waveguide mode due to destructive interference, fluctuations in $\delta$ over different realizations result in decay of the collectively enhanced signal (central peak in red curve in Fig. 7.5D).

Note that in our experiment, the photon propagation time is longer than $T_2^*$ and the entangled state dephases before it can be heralded by detection of the first photon. To generate useful heralded entanglement with high fidelity[214, 213], a pulsed excitation scheme can be employed where the two SiVs are optically initialized in state $|uu\rangle$ and excited by short pulses. The Raman emission frequencies can be further stabilized using a narrowband reference cavity to extend the lifetime of the entangled state.

### 7.5 Outlook

The performance of these quantum nanophotonic devices can be improved in several ways. Control over the SiV orbital states is limited by the occupation of $\sim 50\text{ GHz}$ phonons at 4 K, which causes relaxation between the metastable orbital states $|u\rangle$ and
and limits their coherence times to less than 50 ns. Phonon relaxation should be significantly suppressed by operating at temperatures below 300 mK or engineering the phononic density of states to enable millisecond-long coherence times[181]. Even longer-lived quantum memories can potentially be obtained by storing the qubit in the $^{29}$Si nuclear spin[61] which is only weakly coupled to the environment[92]. Furthermore, the demonstrated cooperativity in our nanocavity experiment is lower than the theoretical estimate based on an ideal two-level emitter optimally positioned in a cavity. The discrepancy is due to a combination of factors including imperfect spatial and polarization alignment, phonon broadening[181], finite quantum efficiency[154], the branching ratio of the transition and residual spectral diffusion[205]. These imperfections also limit the collection efficiencies obtained in our waveguide experiments. Despite uncertainties in individual contributions which are discussed in Appendix D, operation at lower temperatures and improved cavity designs with higher $Q/V$ ratios should enable spin-photon interfaces with high cooperativity $C \gg 1$. Furthermore, the efficient fiber-diamond waveguide coupling can be improved to exceed 95% efficiency [209].

Our work demonstrates key ingredients required for realizing integrated quantum network nodes and opens up new possibilities for realizing large-scale systems involving multiple emitters strongly interacting via photons. Our fabrication approach can be used to create systems involving many coupled emitters per cavity as well as arrays of multiple atom-cavity nodes. Such a system can be used to implement entanglement generation, quantum memories and quantum gates for either photonic or spin qubits, paving the way for the realization of scalable quantum networks[8, 198].
Chapter 8

Conclusions and outlook

In this thesis, we presented progress on coherently interfacing solid-state spins with optical photons. The results of Chapter 2 have already been used as a basis for elementary quantum-network\[8\] demonstrations based on NV centers, including the first demonstration of a loophole-free Bell inequality test\[66\], and entanglement distillation between remote stationary qubits\[216\]. The scalability of these experiments to multiple quantum network nodes is currently limited by the low coherent photon generation probability from NV centers. In Chapters 4 and 7, we showed that SiV centers can address this challenge by demonstrating a deterministic spin-photon interface. In Chapter 5, we showed that spin coherence of SiV centers is limited by acoustic phonons, and the spin coherence can be extended by operating at low temperatures. These results establish the SiV center as one of the leading solid-state candidates for a quantum network node. In what follows, we give examples of possible future directions towards realizing quantum-network nodes based on color centers.
8.1 Long-lived SiV spin coherence at low temperatures

Motivated by the predictions in Chapter 5, we set up a confocal microscope that operates inside a cryogen-free dilution refrigerator (BlueFors BF-LD250). With this system, we can carry out optical experiments with single emitters while maintaining a base temperature of 20 mK. The preliminary investigations of SiV centers at these low temperatures indicate that the phonon relaxation mechanisms that limit spin coherence are significantly suppressed below 500 mK. Using coherent population trapping (CPT) techniques [61, 62], we observed spin resonances as narrow as 400 kHz. The linewidth of the SiV spin resonance was found to be similar to the narrowest CPT linewidths observed in NV centers and is likely limited by the slowly evolving nuclear spin bath [217, 218, 219]. This suggests that significantly longer spin coherences could be observed using dynamical decoupling techniques [220]. These ongoing efforts could enable the first demonstration of a solid-state spin with both long spin coherence and a deterministic interface to optical photons.

8.2 Photon-mediated two-qubit gates

In Chapter 7, we presented key ingredients required to realize photon-mediated two-qubit gates between two SiV centers in a cavity. When the Raman transitions of two SiV centers in a cavity are tuned into resonance, the two emitters will interact via exchange of virtual photons [14]. Such exchange interactions can be used to realize gates between pairs of SiV centers inside a nanophotonic structure [221]. The fidelity of
these gates will depend on the system cooperativity and the ability to independently
tune transitions of different SiV centers into resonance. By improving the cavity
design in Chapter 7, it seems possible to achieve large enough cooperativities ($C \sim 5 - 10$) to observe coherent two-SiV interactions. The SiVs can be tuned either using
strain[222] or using Raman transitions as shown in Chapter 7.

### 8.3 Study of new color centers

A major challenge in quantum information science is to develop a solid-state
quantum-network node with optical and spin transitions that are robust against
sources of decoherence. Based on the detailed understanding of the electronic struc-
tures of NV and SiV centers developed over the past few years, we can identify
the desired symmetry and electronic properties of the ideal color center to build a
quantum-network node.

Among hundreds of color centers in diamond [42], only the NV and SiV centers
have been studied in enough detail to reproducibly demonstrate coherent spin and
optical control. However, each of these two systems has its strengths and weaknesses.
Specifically, the NV centers have a robust spin transition with a long spin coherence
up to room temperature. However, the NV centers’ optical transitions are weak and
susceptible to electric field noise. In comparison, SiV centers have robust optical tran-
sitions that maintain coherence in nanostructures. However, the SiV spin transitions
are highly susceptible to phonons and temperatures below 500 mK are required to
obtain long spin coherence.

In this thesis, we described the key properties that resulted in these weaknesses.
Based on this understanding, we can identify two key electronic and symmetry properties that will lead to simultaneously robust spin and optical transitions in a color center: (i) Robust optical transitions require a large transition dipole moment (to maximize radiative decay rate) and a vanishing static electric dipole moment (to minimize dephasing due to electric field noise). Chapter 4 has shown that these properties can be simultaneously be achieved in defects with inversion symmetry. (ii) To achieve robust spin-transitions at high temperatures, the system should not have an orbital degeneracy in its ground state, as such degeneracies result in strong interactions with the phonon bath (as shown in Chapters 3 and 5). For $e-$orbitals with double degeneracy, this can be achieved by having a spin-triplet and orbital-singlet ground state like the negatively charged NV center or the neutral SiV center [148]. Alternatively, S=1/2 systems with non-degenerate orbitals ($a-$ or s-like orbitals) in their ground state configuration also result in decoupling from the phonon bath. Examples of such systems include donor-spin qubits in silicon[223, 224].

We note that while there have been previous attempts to lay out such search criteria for new color centers [138], these efforts have not taken into consideration the coherence of the optical transitions. Despite exciting progress in identifying color centers in other wide-bandgap crystals such as silicon carbide and zinc oxide[22], these crystals do not contain inversion centers. This consideration makes diamond a unique wide-bandgap host for color centers with inversion symmetry and robust optical transitions. Density functional theory (DFT) calculations of defects in diamond indicate that a large family of color centers have inversion symmetry like the SiV center, and the right spin-triplet configuration to achieve long spin coherence[225].
Chapter 8: Conclusions and outlook

Motivated by these studies, we investigated the optical properties of the recently discovered negatively charged germanium-vacancy (GeV) center defect which has the same symmetry properties with the SiV\textsuperscript{[226, 227, 228, 229]}. In Ref. \textsuperscript{[230]}, we have recently shown the GeV optical properties to be even better compared with the SiV center, demonstrating the potential of the large number of uninvestigated centers in diamond.
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A.1 Optical Rabi oscillation decoherence measurement

To measure the decoherence of optical Rabi oscillations, we apply the pulse sequence shown in Fig. A.1. The application of green light initializes the NV center to the negatively charged state by ionizing local charge traps in the diamond [88], which shifts the local electric field and, through the DC Stark effect, induces spectral diffusion of the NV center’s optical transitions. We negate this spectral diffusion with a preselection stage that tests whether the NV center’s transitions are resonant with the excitation lasers [102]. During the strong excitation pulse, we measure the detection times of photons in the phonon sideband (PSB) relative to the pulse beginning. The spontaneous emission rate into the PSB is instantaneously proportional to the population in $|E_x\rangle$, enabling us to measure directly the decoherence of Rabi oscillations.
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... and decay via spontaneous emission after the end of the pulse. We repeat this procedure at many temperatures between 5.8 K and 24 K. Typical results for three temperatures are shown in Fig. 3.2(a).

Figure A.1: The pulse sequence used to measure optical Rabi decoherence. In the first stage, we initialize the NV center into the negatively charged state and |0⟩ electronic state with nonresonant excitation at 532 nm, then we apply resonant excitation with reduced intensity/duty cycle to determine whether the NV center’s transitions are on resonance. The first stage is repeated until the number of photons collected during the preselection period surpasses a specified threshold. In the second stage, we strongly excite the |0⟩ − |Ex⟩ transition ten times before repumping on the |± 1⟩ − |A1⟩ transition. Every few minutes during the experiment, we compensate for slow drifts by measuring the PSB fluorescence during the periods shown in grey: we weakly excite the |0⟩ − |Ex⟩ transition to tune the excitation laser precisely, we excite the |± 1⟩ − |A1⟩ transition to tune the repump laser, and we count the photons emitted during nonresonant initialization to steer our optical path to track the NV center’s position.

As described in the main text, we extract Γ_{Add}, the additional decoherence rate of the Rabi oscillations due to processes other than spontaneous emission to |0⟩, from each experiment iteration. We fit the extracted values of Γ_{Add} to

$$\Gamma_{Add} (T) = A (T - T_0)^5 + C$$

(A.1)
to extract the fit constant values

\[ A = 2\pi \times (2.0 \pm 0.9) \times 10^{-5} \text{MHz/K}^5 \quad (A.2) \]

\[ T_0 = 4.4 \pm 1.5 \text{K} \]

\[ C = 2\pi \times (0.08 \pm 0.56) \text{MHz}, \]

where the uncertainties are the 95% confidence interval bounds on the fit parameters.

The best fit and the 95% confidence bands are shown in Fig. 2(a) in the main text. We also conducted this experiment repeatedly at 5.8 K to measure \( \Gamma_{\text{Add}} = -0.34 \pm 1.87 \text{MHz} \), where the uncertainty is given by twice the standard deviation of the extracted \( \Gamma_{\text{Add}} \) values.

In order to extract a value for \( \eta \), which parameterizes the electron-phonon coupling strength in our model of the ISC mechanism, we set \( A \) equal to the \( T^5 \) coefficient of the \(|E_x\rangle - |E_y\rangle \) mixing rate

\[ \Gamma_{\text{Mix}} = \frac{64}{\pi} \hbar \alpha \eta^2 k_B T^5, \quad (A.3) \]

where \( \alpha = 25.9 \) is a numeric constant, that is calculated in Ref. [104]. We find \( \eta = 2\pi \times (44.0 \pm 2.4) \text{ MHz meV}^{-3} \).
A.2 Rabi decoherence analysis

Figure A.2: The three-level system used to investigate population mixing between $|E_x\rangle$ and $|E_y\rangle$. The directional mixing rates $\Gamma_{\text{Mix}}^{(x)}$ and $\Gamma_{\text{Mix}}^{(y)}$, radiative decay rates $\Gamma_{\text{Rad}}^{(x)}$ and $\Gamma_{\text{Rad}}^{(y)}$, and decoherence rate $\Gamma_{T2}$ on the $|0\rangle - |E_x\rangle$ transition are shown.

In order to extract the phonon-induced mixing rate from the Rabi decoherence data, we must understand how the various rates factor into the Rabi decoherence timescale. To that end, we solve the master equation in Lindblad form for the three level system shown in Fig. A.2. For the sake of generality, we label the two mixing rates and the two radiative decay rates separately according to the initial states of the respective processes.

We find that the emitted fluorescence ($\propto \rho_{xx} + \rho_{yy}$) oscillates within an envelope given by

$$g(t) = \frac{1}{2} \left( e^{-t/\tau_{\text{Rabi}}} + A e^{-t/\tau_{2}} + B \right),$$  

where the exponential timescales are

$$\frac{1}{\tau_{\text{Rabi}}} = \frac{3}{4} \Gamma_{\text{Rad}}^{(x)} + \frac{1}{2} \left( \Gamma_{\text{Mix}}^{(x)} + \Gamma_{T2} \right)$$

(A.4)
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and

\[
\frac{1}{\tau_2} = \frac{1}{2} \left( 2\Gamma_{\text{Rad}}^{(y)} + \Gamma_{\text{Mix}}^{(x)} + 2\Gamma_{\text{Mix}}^{(y)} \right),
\]

(A.6)

and the coefficients are

\[
A = \frac{-\Gamma_{\text{Mix}}^{(x)}}{2\Gamma_{\text{Rad}}^{(y)} + \Gamma_{\text{Mix}}^{(x)} + 2\Gamma_{\text{Mix}}^{(y)}}
\]

(A.7)

and

\[
B = \frac{2 \left( \Gamma_{\text{Rad}}^{(y)} + \Gamma_{\text{Mix}}^{(x)} + \Gamma_{\text{Mix}}^{(y)} \right)}{2\Gamma_{\text{Rad}}^{(y)} + \Gamma_{\text{Mix}}^{(x)} + 2\Gamma_{\text{Mix}}^{(y)}}.
\]

(A.8)

Because \(|E_x\rangle\) and \(|E_y\rangle\) are separated by 3.9 GHz \(\ll k_B T/2\pi\hbar\), we assume that \(\Gamma_{\text{Mix}}^{(x)} = \Gamma_{\text{Mix}}^{(y)}\), which sets an upper limit of \(A \leq \frac{1}{3}\). We therefore neglect the term of \(g(t)\) that decays on a timescale of \(\tau_2\) and we set the measured Rabi oscillation decoherence timescale equal to \(\tau_{\text{Rabi}}\). We rearrange Eq. A.5 to find

\[
\Gamma_{\text{Mix}}^{(x)} + \Gamma_{\text{T}}^{(x)} = 2 \left( \frac{1}{\tau_{\text{Rabi}}} - \frac{3}{4} \Gamma_{\text{Rad}} \right),
\]

(A.9)

which is reproduced with \(\Gamma_{\text{Mix}}^{(x)} = \Gamma_{\text{Mix}}\) as Eq. 1 in the main text.

If we set \(\Gamma_{\text{Mix}}^{(x)}, \Gamma_{\text{Mix}}^{(y)} \to 0\), then we recover the standard result [103]

\[
g'(t) = \frac{1}{2} \left( 1 + e^{-t/\tau'_{\text{Rabi}}} \right)
\]

(A.10)

with

\[
\frac{1}{\tau'_{\text{Rabi}}} = \frac{3}{4} \Gamma_{\text{Rad}} + \frac{1}{2} \Gamma_{\text{T}}.
\]

(A.11)

A.3 Fluorescence depolarization measurement

ZPL photons emitted by decay from the \(|E_x\rangle\) and \(|E_y\rangle\) states have orthogonal linear polarizations in the plane orthogonal to the N-V axis. Therefore, we can use a polarizer in the collection path to preferentially collect fluorescence from either
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transition while suppressing fluorescence from the other. This technique enables us to use depolarization of the NV center fluorescence to measure mixing of the electronic state population.

Our polarization selectivity, however, is not perfect. Because the N-V axis lies along the [111] crystallographic axis but we collect fluorescence emitted primarily along the [100] axis, the two polarizations are not perfectly orthogonal in the lab frame. Additionally, dichroic filters in the optical path substantially rotate polarizations that are not aligned either vertically or horizontally. As a result, there is no perfect set of polarization settings for the experiment. Instead, we must balance our simultaneous needs to suppress fluorescence from the undesired transition, collect fluorescence from the desired transition efficiently, suppress reflections of the strong excitation pulse, and excite the $|0\rangle \rightarrow |E_x\rangle$ transition efficiently.

We apply a pulse sequence similar to that shown in Fig. A.1, except that we now record the arrival times of photons emitted into the ZPL instead of the PSB. Also, we now apply a short ($\sim 2$ ns FWHM) pulse to excite the NV center efficiently into the $|E_x\rangle$ state instead of applying a long (60 ns) pulse to observe multiple Rabi oscillations. We perform this procedure twice, with the collection optics set to collect the fluorescence from either $|E_x\rangle$ or $|E_y\rangle$. We also repeat this procedure in both configurations with the green reionization pulse disabled in order to measure the background due to pulse reflections, ambient light, and APD dark counts. We reject photons collected before 3.3 ns after the end of the excitation pulse to further remove effects due to pulse reflections, as shown in the inset to Fig. A.3.
Figure A.3: Background-subtracted fluorescence of $x$ (red) or $y$ (blue) polarization collected after resonant excitation to $|E_x\rangle$. The data, which are also shown in Fig. 2(b) in the main text, were taken at $T = 5.0$ K (dashed lines) and $T = 20$ K (solid lines). The fits are simulations to the three-level system described below. The inset, which shares a common $t = 0$ ns point with the main graph, shows the $x$-polarized photons collected with (solid) and without (dashed) the green reionization pulse. We reject all photons collected in the first 3.3 ns after the end of the reflected excitation pulse, as indicated by the shaded region beginning at $t = 0$ ns. We indicate the starting point $t_0$ of the mixing/radiative decay dynamics (with 95% confidence bounds), as predicted by fitting the fluorescence data to the three-level model described in the text.

A.4 Fluorescence depolarization analysis

We would like to test whether the Rabi decoherence and fluorescence polarization measurements give a consistent picture of population mixing. We will take the values of $\Gamma_{\text{Mix}}$ that we extract from the Rabi decoherence data and use them to simulate the fluorescence depolarization. For the sake of simplicity, we restrict our analysis to after the excitation pulse and we ignore mixing dynamics during the pulse. Therefore, we assume that the NV has efficiently been excited into $|E_x\rangle$ and there is initially no population in $|E_y\rangle$. 
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We consider a three-level system: the bright state $|B\rangle$ corresponds to $|E_x\rangle$, the dark state $|D\rangle$ corresponds to $|E_y\rangle$, and the ground state $|G\rangle$ corresponds to $|0\rangle$. We solve the population rate equations

$$\dot{\rho}_B = -\Gamma_{\text{Rad}} \rho_B - \Gamma_{\text{Mix}} (\rho_B - \rho_D)$$  \hspace{1cm} (A.12)
$$\dot{\rho}_D = -\Gamma_{\text{Rad}} \rho_D + \Gamma_{\text{Mix}} (\rho_B - \rho_D),$$

where $\Gamma_{\text{Rad}}$ is the radiative decay rate from both $|B\rangle$ and $|D\rangle$ to the ground state and $\Gamma_{\text{Mix}}$ is the mixing rate between $|B\rangle$ and $|D\rangle$, with the initial conditions $\rho_B(0) = 1$, $\rho_D(0) = 0$ to find

$$\rho_B(t) = \frac{1}{2} e^{-\Gamma_{\text{Rad}} t} (1 + e^{-2\Gamma_{\text{Mix}} t})$$  \hspace{1cm} (A.13)
$$\rho_D(t) = \frac{1}{2} e^{-\Gamma_{\text{Rad}} t} (1 - e^{-2\Gamma_{\text{Mix}} t}).$$

To fit the observed fluorescence, we need to account for the imperfect polarization selectivity. We fit the fluorescence data shown in Fig. A.3 to

$$\tilde{\rho}_B(t) = A \left[ (1 - \epsilon) \rho_B(t - t_0) + \epsilon \rho_D(t - t_0) \right]$$  \hspace{1cm} (A.14)
$$\tilde{\rho}_D(t) = A \left[ (1 - \epsilon) \rho_D(t - t_0) + \epsilon \rho_B(t - t_0) \right],$$

where $\epsilon$ is the error in our polarization selectivity. We extract the mixing rates $\Gamma_{\text{Rad}}(5.0 \text{ K}) = 2\pi \times 0.08 \text{ MHz}$ and $\Gamma_{\text{Rad}}(20 \text{ K}) = 2\pi \times 18.5 \text{ MHz}$ from the fit to the Rabi decoherence data described in Section A.1. We fit all four data sets simultaneously, using these two values of $\Gamma_{\text{Rad}}$ and a common set of fit parameters, finding

$$A = 0.90 \pm 0.06$$
$$t_0 = -3.6 \pm 0.8 \text{ ns}$$  \hspace{1cm} (A.15)
$$\epsilon = 10 \pm 2\%.$$
We find excellent agreement between the simulation fit and our data. The polarization selectivity of $1 - \epsilon = 90\%$ is roughly consistent with our expectations of the collection path’s performance. The nonnegligible value of $\epsilon$ reflects the necessary tradeoffs inherent our choice of polarization settings, as discussed in the previous section.

The value of $t_0$ is also consistent with our expectations. Our simplified model of an undriven three-level system subject only to radiative decay and nonradiative population transfer is necessarily valid only after the end of the excitation pulse. The value of $t_0$ extracted from the fit places $t_0$ near the end of the excitation pulse’s falling edge, as shown in the inset to Fig. A.3. Essentially, the simulation, when extrapolated backward toward the excitation pulse, picks out the time that marks the beginning of the underlying model’s validity. A more precise statement would require a model that incorporates the resonant driving dynamics that occur during the excitation pulse as well as the nonnegligible ($\sim 2$ ns) width of the pulse’s falling edge, which is beyond the scope of this analysis. The success of the simplified model, however, provides strong evidence that the Rabi decoherence and fluorescence polarization measurements give a consistent picture of population mixing.

### A.5 Excited state lifetime measurement

To measure the lifetimes of $|A_1\rangle$, $|A_2\rangle$, and $|E_{1,2}\rangle$, we again employ an experimental procedure similar to that depicted in Fig. A.1. In this case, however, the primary excitation laser, labeled “$E_x$” in the figure, is tuned to the transition between $\pm 1$ and one of the $^3E$ states listed. We apply a short excitation pulse, as in the fluorescence
depolarization measurement. We repump on the \( |0⟩ \rightarrow |E_y⟩ \) transition for 10 \( \mu s \) to repopulate the \( |±1⟩ \) states; we repump for a longer time because the \( |E_y⟩ \) transition is more closed than the \( |A_1⟩ \) transition previously used to repump to the correct spin state. We perform this procedure at several temperatures between 5 K and 26 K.

To extract the excited state lifetimes, we fit each dataset to a single-exponential decay function. The fit window starts 4 ns after the beginning of the excitation pulse and extends for 115 ns. This 4 ns delay was selected to remove any effects of the excitation pulse, ensuring that the fluorescence we consider is solely the result of spontaneous emission.

### A.6 Intersystem crossing rate from \( |E_x⟩ \)

We now justify the assumption that the ISC rate from \( |E_x⟩ \) is negligible, which enables the state-dependent ISC rates shown in Fig. 3 in the main text to be extracted from the measured fluorescence lifetimes. The ratio of the ISC rate from the \( ^3E \) states with \( |m_s| = 1 \) (\( \Gamma_{ISC,\pm 1} \)) to the ISC rate from the \( ^3E \) states with \( m_s = 0 \) (\( \Gamma_{ISC,0} \)) has been addressed both theoretically and experimentally [97, 44, 99].

Manson et al. [97] developed a detailed model of NV center spin dynamics from a careful consideration of the NV center’s symmetry properties. Their model predicts \( \Gamma_{ISC,0} = 0 \), a conclusion that is consistent both with their measurements of the NV center’s transient behavior under nonresonant optical excitation and with the conclusions of an earlier review of nonresonant spin initialization and readout [44], which cited \( \Gamma_{ISC,0} \sim 10^3 \text{s}^{-1} \) and \( \Gamma_{ISC,\pm 1} \sim 10^6 \text{s}^{-1} \). This conclusion is somewhat inconsistent, however, with the more recent observations of Robledo et al. [99], who used
nonresonant excitation to measure the spin-dependent lifetimes of the $^3E$ states, the lifetime of the metastable $|{^1E}_{1,2}\rangle$ states, and the degree of spin polarization in the $^3E$ manifold. They used these measurements to construct a phenomenological model of NV center dynamics, from which they extracted $\Gamma_{\text{ISC},0}/2\pi \approx 1 - 2$ MHz. Similarly, Tetienne et al. [231] applied measurements of photoluminescence intensity, ESR contrast, and $^3E$ state lifetimes as functions of an off-axis magnetic field to the same model to extract $\Gamma_{\text{ISC},0}/2\pi \approx 0.8 - 1.7$ MHz.

The question of $\Gamma_{\text{ISC,E},x}$ is, in general, complicated by the facts that there is significant phonon-induced depolarization between $|E_x\rangle$ and $|E_y\rangle$ for $T > 15$ K and that the $|E_y\rangle$ and $|E_{1,2}\rangle$ states exhibit a level anticrossing when the strain-induced $|E_x\rangle - |E_y\rangle$ splitting is approximately 7 GHz [232]. Thus, phonons couple $|E_x\rangle$ to $|E_y\rangle$, spin-spin interaction couples $|E_y\rangle$ to $|E_{1,2}\rangle$, and $|E_{1,2}\rangle$ decay to $|{^1A}_1\rangle$ through the ISC mechanism described in Ref. [104]. The $\Gamma_{\text{ISC,E},x}$ due to such a mechanism would depend on both temperature and crystal strain. Because both Robledo and Tetienne considered the NV center at $T = 300$ K in their models and neither specified the $|E_x\rangle - |E_y\rangle$ splitting, this mechanism could be responsible for their non-negligible values of $\Gamma_{\text{ISC,0}}$. In the context of this work, however, the fact that the measured lifetime of $|E_x\rangle$ does not depend on temperature from 5 K, where mixing between $|E_x\rangle$ and $|E_y\rangle$ is negligible, to 26 K, where mixing is much faster than radiative decay, indicates that the contribution of this mechanism is negligible.

We can also place a limit of $\Gamma_{\text{ISC,E},x}$ based on the measured coherence time of optical Rabi oscillations. If we consider the low-temperature limit, where mixing between $|E_x\rangle$ and $|E_y\rangle$ is suppressed, then we can perform an analysis analogous to
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Figure A.4: The three-level system used to extract $\Gamma_{\text{ISC},E_x}$ from a measurement of optical Rabi oscillations conducted at 5.8 K. Because the oscillation and ISC dynamics that occur over a timescale of $\sim 4$ to 60 ns and the lifetimes of the singlet states are $\tau_{1 A_1} = 0.9$ ns [111] and $\tau_{E_{1,2}} \sim 370$ ns [99], we assume that population neither returns from $|1 A_1\rangle$ to $|E_x\rangle$ nor decays from $|1 E_{1,2}\rangle$ to $|0\rangle$ once it has undergone the ISC transition to the singlet states. Thus, we can combine $|1 A_1\rangle$ and $|1 E_{1,2}\rangle$ into one effective dark state.

that described in Sec. A.2, where we substitute the ISC crossing to the singlet states for phonon-induced mixing to $|E_y\rangle$. The resulting three-level system is shown in Fig. A.4. We solve the corresponding master equation in Lindblad form and find that the emitted fluorescence ($\propto \rho_{E_x E_x}$) oscillates within an envelope given by

$$g(t) = \frac{1}{2} \left( e^{-t/\tau_{\text{Rabi}}} + 1 \right) e^{-\Gamma_{\text{ISC},E_x} t/2},$$

\hspace{1cm} (A.16)

where the exponential timescale is

$$\frac{1}{\tau_{\text{Rabi}}} = \frac{3}{4} \Gamma_{\text{Rad}} + \frac{1}{2} \Gamma_{T_2}.$$ \hspace{1cm} (A.17)

We fit the fluorescence during the Rabi oscillations to

$$f(t) = A \left[ \cos (\Omega t - \phi) e^{-(t-t_0)/\tau_{\text{Rabi}}} + 1 \right] e^{-\Gamma_{\text{ISC},E_x} t/2},$$

\hspace{1cm} (A.18)
where all quantities except for $t$ are free fit parameters. The extracted initial time $t_0$ of the Rabi oscillation decay is found to be close (within $3 \text{ ns} \sim \tau_\pi$) to the start of the excitation pulse in all cases, indicating that the visibility of the Rabi oscillations is well described by Eq. A.16.

From these fits, we extract $\Gamma_{\text{ISC},E_x}/2\pi = 0.62 \pm 0.21 \text{ MHz}$. We note that our model does not take into account spin non-preserving radiative decay from $|E_x\rangle$ into the dark $|\pm 1\rangle^3A_2$ states or deionization into the dark $\text{NV}^0$ charge state, both of which would mimic the effect of the ISC transition into the dark metastable singlet state. Thus, this value represents an upper bound on $\Gamma_{\text{ISC},E_x}$ that is an order of magnitude lower than the measured $\Gamma_{\text{ISC},\pm 1}$. We can therefore assume that $\Gamma_{\text{ISC},E_x}$ is negligible, in agreement with the preponderance of literature cited above.

### A.7 Intersystem crossing rate analysis

In Fig. 3.3, we fit the ISC rates observed after excitation into $|A_1\rangle$ or $|A_2\rangle$ to a simple model of phonon-induced state mixing. In this model, we assume the following sequence of events. At $t = -t_0$, we instantaneously transfer the entire population to the target state with a perfect $\pi$ pulse. Phonons induce state mixing at a rate $\Gamma_{\text{Mix}}$ until $t = 0$, at which point we begin fitting the fluorescence decay. Mixing continues at a rate $\Gamma_{\text{Mix}}$ throughout the entire fitting period, from $t = 0$ to $t = \Delta t$. We then fit the PSB fluorescence observed during the measurement period to a simple exponential. Values of $t_0 = 4 \text{ ns}$ and $\Delta t = 115 \text{ ns}$ were chosen to match the analysis performed on the experimental data, as described in the previous section.

To model the dynamics of the system under mixing between $|A_1\rangle$ and $|A_2\rangle$, radia-
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tive decay from both states, and ISC decay from $|A_1\rangle$ alone, we solve

$$\dot{\rho}_{A_1} = - (\Gamma_{\text{Rad}} + \Gamma_{\text{ISC}}) \rho_{A_1} - \Gamma_{\text{Mix}} (\rho_{A_1} - \rho_{A_2})$$

$$\dot{\rho}_{A_2} = -\Gamma_{\text{Rad}} \rho_{A_2} + \Gamma_{\text{Mix}} (\rho_{A_1} - \rho_{A_2}).$$

(A.19)

The quantity of interest is the measured fluorescence intensity, which is proportional to $\rho_{A_1} + \rho_{A_2}$. The fluorescence intensity measured after excitation into $A_{1,2}$ is given by

$$I_{A_{1,2}} = e^{- (\Gamma_{\text{Rad}} + \Gamma_{\text{Mix}} + \Gamma_{\text{ISC}}/2) t} \left[ \frac{2\Gamma_{\text{Mix}} \mp \Gamma_{\text{ISC}}}{\Gamma'} \sinh \left( \frac{\Gamma'}{2} t \right) + \cosh \left( \frac{\Gamma'}{2} t \right) \right],$$

(A.20)

where $\Gamma' = \sqrt{\Gamma_{\text{ISC}}^2 + 4\Gamma_{\text{Mix}}^2}$.

We simulate the fluorescence intensity observed during the measurement period using Eq. A.20. We expect that the mixing rate between $|A_1\rangle$ and $|A_2\rangle$ should be equal to that between $|E_x\rangle$ and $|E_y\rangle$ [104]. We therefore set the temperature-dependent $\Gamma_{\text{Mix}}$ equal to the value given by our fit to the $|E_x\rangle - |E_y\rangle$ mixing data, which is described in Sec. A.1.

We then apply the same analysis that we used to extract $\Gamma_{\text{ISC}}$ from our measured fluorescence intensity data, giving the effective ISC rates measured after excitation into $|A_1\rangle$ or $|A_2\rangle$ as functions of temperature and $\Gamma_{A_1}$. We perform a $\chi^2$ minimization fit to the measured temperature-dependent ISC rates to find $\Gamma_{A_1}/2\pi = 16.0 \pm 0.6$ MHz.
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B.1 Sample information

The SiV sites were found by looking through a (001) face on a type IIa diamond. The diamond had a high-purity homoepitaxial chemical-vapor-deposition (CVD) layer grown on a low-strain, high pressure high temperature (HPHT) (001)-oriented substrate. This layer was grown using a microwave plasma-assisted chemical-vapor-deposition (MPCVD) apparatus assuring a low level of unintentional impurities [233]. The SiV sites were incorporated in the growth process by etching a piece of silicon-carbide (SiC) with the growth plasma. This technique produced highly uniform centers with a small inhomogeneous distribution[127].
Figure B.1: Inhomogeneous distribution of the SiV resonance. A Gaussian fit to the distribution reveals a distribution with a width of $\sigma = 364.5 \pm 33.0$ MHz. The shot noise error was estimated to be smaller than the data points.

## B.2 Inhomogeneous distribution

One of the key requirements for a Hong-Ou-Mandel (HOM) experiment using separate emitters in solids is to isolate emitters with identical emission frequencies. For emitters in solids, the inhomogeneous distribution is typically orders of magnitude larger than the optical transition linewidths, and large inhomogeneous distributions require some combination of postselection of emitters or active tuning\[75, 77, 76, 64\]. Owing to the insensitivity of its transitions to electric fields, SiV has a much narrower inhomogeneous distribution as discussed in the main text. Fig. B.1 shows the measured inhomogeneous distribution using the technique described in Fig. 4.3. The total fluorescence counts in a field of view of $\sim 150 \, \mu m^2$ are plotted for each laser excitation frequency $\nu$. The measured inhomogeneous distribution width of $364.5 \pm 33.0$ MHz is only a few times the lifetime limited linewidth of 94 MHz, suggesting that most of the emitters in the field of view could be used for a HOM demonstration.

Since the SiV centers couple to strain and phonons but not to electric fields, they could be used as a nanoscale sensor of the strain distribution in a crystal. For
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Figure B.2: Normalization for the HOM results. The long time dynamics of the second order intensity correlation function $g^2(\tau)$ are shown where the data was coarse binned with 1024 ps intervals. The $g^2(\tau)$ function was normalized using the steady state coincidence levels at long time delays where effects of bunching\cite{234} for $|\tau| > 50$ ns vanish.

example, the bright emitter in Fig. 4.3(b) was on the wings of the inhomogeneous distribution, possibly due to a point defect near the emitter that shifts its frequency substantially with respect to the rest of the ensemble.

B.3 Time dynamics of $g^2(\tau)$

Here we describe the solid curves in Fig. 4.4 that represents our model. The shape of the measured second-order correlation function, $g^2(\tau)$, for short time delays can be explained using the expression

$$g^2(\tau) = \frac{1}{2}g^{(2)}_1(\tau) + \frac{1}{2} \left( 1 - \chi |g^{(1)}_1(\tau)|^2 \cos(\Delta \tau) \right),$$

where $g^{(1)}_1$ and $g^{(2)}_1$ are the field (first-order) and intensity (second-order) autocorrelation functions for a single emitter. $\Delta$ is the detuning between the two emitters, $\chi = 1(0)$ for indistinguishable(distinguishable) photons \cite{75, 64}. We substitute
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\[ g_1^{(2)}(\tau) = 1 - (1 - c_B) \exp \left( -\frac{|\tau|}{\tau_0} \right) \] and \[ |g_1^{(1)}(\tau)|^2 = (1 - c_B) \exp \left( -\frac{|\tau|}{\tau_c} \right), \] where \( \tau_0 = 1.73 \) ns is the excited state lifetime and \( \tau_c = 1.18 \) ns is the coherence time of the transition calculated from the linewidths of the PLE spectra. The only free parameter in this model is the ratio of the background events to total events, \( c_B \), which we consistently find to be 0.12 from the fits to control and HOM experiments. For the HOM measurement, the excitation intensity was below saturation and the emission intensity from each emitter was balanced at the detectors. The detected count rates after the etalons was \( \sim 6 \) kcts/s from each emitter. In our model we also take into account the effects of detector timing jitter which was characterized using a pulsed laser. The timing jitter of our detectors can be modeled as a gaussian with \( \sigma \sim 150 \) ps for each detector (PicoQuant \( \tau \)-SPAD). To fit the HOM data, we used an analytical expression which is a convolution of the expression above with the detector timing response. The model and the data were normalized such that \( g^2(|\tau| \to \infty) = 1 \) as shown in Figure B.2 to take the weak bunching effect into account. The bunching effect is related to the population dynamics of a single emitter and hints at the presence of a metastable state [234].
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C.1 Experimental setup

Figure C.1: Confocal microscope design. The 520 nm and 700 nm lasers are used to excite the SiV off-resonantly. The 737 nm external-cavity diode laser is used to excite the SiV resonantly. Collection can be performed either on the ZPL (if the excitation is off-resonance) or the PSB (in either excitation scheme).

The experiments were carried out using home-built scanning confocal microscopes as illustrated in Fig. C.1. The three lasers used for excitation (520 nm and 700 nm
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diode lasers used for off resonant excitation, 737 nm external-cavity diode laser used for resonant excitation) are combined using dichroic beamsplitters. A 760 nm long-pass dichroic beamsplitter separates the PSB fluorescence from the rest of the optical channels. An additional bandpass filter (740 ± 13 nm) is used on the ZPL channel. Single photons are detected using single photon counting modules (Picoquant τ-SPAD and Excelitas SPCM-NIR). The cryogenic measurements were performed in 4 K helium flow cryostats. We used a 0.95 NA microscope objective (Nikon CFI LU Plan Apo Epi 100×) in all experiments. During the cryogenic measurements, the objective was inside the vacuum chamber and the sample was clamped with an indium foil spacer to the cold finger of the cryostat. During the PLE measurements, the 520 nm laser is pulsed at a ∼ 5% duty cycle to stabilize the charge state of the SiV center[49, 54]. The detectors are gated off during these pulses.

C.2 Fluorescence autocorrelation measurements

To verify our ability to create single SiV centers, we performed fluorescence autocorrelation measurements on SiV centers inside diamond nanobeams. We performed this measurement by exciting the SiV centers off resonantly as described above and splitting the emission between two detectors in a Hanbury-Brown–Twiss configuration. The relative arrival times of the photons on the two detectors were recorded using fast acquisition electronics (PicoQuant HydraHarp 400) with a resolution better than 128 ps. In this experiment, our total average photon count rate from this SiV was $9 \times 10^4$ counts per second.

The relative photon detection times $g^{(2)}(\tau)$ (normalized by defining $g^{(2)}(\infty) = 1$)
Figure C.2: Fluorescence autocorrelation measurement of a SiV center inside a diamond nanobeam as described in the text. Error bars are estimated assuming the noise on the number of detected photons follows a Poisson distribution (shot noise). The extent of the dip at $\tau = 0$ is limited by finite detector bandwidth: we measure $g^{(2)}(0) = 0.45$; deconvolving the detector response yields $g^{(2)}(0) = 0.15$.

from a representative SiV are displayed in Fig. C.2. A value of $g^{(2)}(0) < 0.5$ would confirm that we are measuring emitters producing single photons. Finite jitter on our detectors of around 350 ps causes the measured arrival times of our photons to be convolved with the detector response, hence limiting the sharpness and minimum value of our dip. Fitting the data (including the detector response) using previously reported methods[142] gives a value $g^{(2)}(0) = 0.45$. Deconvolving the detector response gives a value $g^{(2)}(0) = 0.15$, indicating that the extent of our $g^{(2)}(0)$ dip is limited primarily by detector response as expected.
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D.1 Setup description

The experiments in Chapter 7 are carried out in a confocal microscope consisting of a modified 4K liquid helium flow probe-station (Desert Cryogenics model TTP4) and a 0.95 NA microscope objective (Nikon CFI LU Plan Apo Epi 100×) inside the vacuum chamber. The layout of the setup is shown in Fig. D.1. Three ports are used to excite the system (Ch. 1), control the SiV and detect fluorescence (Ch. 2) and measure transmission (Ch. 3).

For the coarse characterization of the diamond nanocavity resonances, we excite the system with a broadband supercontinuum laser (NKT Photonics SuperKExtreme). The transmitted light is sent to a spectrometer (Horiba iHR550 with Synapse CCD and 1800 gr/mm) with a spectral resolution of 0.025 nm. To obtain high resolution spectra of the system in Fig. 7.1, we scanned a Ti:Sapphire laser (Probe laser: M-Squared SolsTiS-2000-PSX-XF) across the cavity and atomic resonance. For all
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frequency scans, the instantaneous laser frequency was monitored using a high resolution wavemeter (High Finesse WS7) with 10 MHz resolution and 50 MHz accuracy. We used a laser noise eater (Thorlabs LCC3112H) to stabilize laser power to less than 1% during frequency scans.

We use a home-built external-cavity diode laser (Opnext Diode HL7302MG, Littrow configuration) with an electro-optical modulator (EOM: Eospace interferometric electro-optical amplitude modulator, model AZ-AV5-40-PFA-PFA-737 with 40 GHz bandwidth) to apply short (minimum pulse duration ~500 ps) optical pulses for the lifetime measurements and switching experiment (Figs. 7.1 and 7.2). The interferometer of the EOM was stabilized using a lock-in amplifier (SRS model SR830) and short driving electrical pulses were generated using an arbitrary waveform generator (Tektronix AWG710, 4 GSa/s). Off-resonant excitation of the SiV was performed with 700 nm (Thorlabs LP705-SF15) and 520 nm (Thorlabs LP520-SF15) diode lasers. Single photons were counted using single-photon detectors (2 x PicoQuant τ-SPAD, and 2 x Excelitas SPCM-NIR) and time tagged using fast acquisition electronics (PicoQuant HydraHarp 400).

The waveguides described in Sec. D.2 support two modes with different polarizations. In our design, the cavity mode is a transverse-electric-like (TE) mode. At the cavity resonance frequency, there is a high-transmission passband for transverse-magnetic-like (TM) modes. (Our conventions for TE and TM in this context are described in Section D.2.1.) In order to only excite the relevant (TE) cavity mode, we place a polarizer immediately before the objective.

The in- and out-coupling efficiencies between free-space and waveguide modes are
Figure D.1: Optical configuration for the three-port measurements described in Chapter 7. Each port has its own dual-axis scanning galvo mirror system (Thorlabs GVS012) labeled Ch. 1–Ch. 3. The first port, Ch. 1, is used to excite the waveguide mode and contains both a supercontinuum light source and a narrowband Ti:Saph laser used for broadband and narrowband characterization of the system response respectively. The second port, Ch. 2, is used to control the SiV (as described in Sec. D.4) and monitor the SiV fluorescence scattering in the phonon-sideband (PSB). The third port, Ch. 3, is used to measure the transmission through the cavity mode. The objective and the sample are in vacuum, and the sample is cooled to 4K. Shaded blue inset: schematic of the spatial position of the focal spots of the three channels relative to the SiV-cavity system.
each of order 1% based on simulations. In order to isolate transmission from the diamond nanocavity and mitigate residual reflection from free-space optics, we use a cross-polarization scheme between the excitation (Ch. 1) and transmission (Ch. 3) channels.

D.2 Device design, fabrication and characterization

D.2.1 Cavity design

The one-dimensional diamond photonic-crystal cavity (“nanobeam cavity” hereafter) used here (based on previous designs[195]) consists of a diamond waveguide with a triangular cross-section perforated by a chirped 1D lattice of elliptically-shaped air holes. The unit cell of the lattice (Fig. D.2A) is parameterized by the etch angle ($\theta$), width ($w$), lattice constant ($a$) and major (transverse) and minor (longitudinal) elliptical air hole diameters ($d_z$, $d_x$). The unit cell etch angle (the half-angle at the bottom apex of the triangular cross-section) was fixed at $\theta = 50^\circ$ in the design to ease fabrication.

Fig. D.2B shows the photonic band structure for a nominal unit cell with $\theta = 50^\circ$ and ($a$, $w$, $d_z$, $d_x$) = (260, 470, 140, 140) nm. Here, transverse-electric-like (TE, solid black lines) and transverse-magnetic-like (TM, dashed blue lines) guided modes give rise to symmetry based quasi-bandgaps sufficient to realize highly localized resonances. In our convention, the TE modes have odd vector symmetry with respect to reflection across the $z = 0$ longitudinal symmetry plane of the nanobeam (see Fig. D.2
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Figure D.2: (A) Schematic of a triangular cross-section diamond unit cell parameterized by the etch angle ($\theta$), width ($w$), lattice constant ($a$), and major and minor elliptical air hole diameters ($d_z$, $d_x$). (B) Corresponding photonic bandstructure of a nominal unit cell with $\theta = 50^\circ$ and ($a$, $w$, $d_z$, $d_x$) = (260, 470, 140, 140) nm. The gray shaded region indicates the continuum of radiation and leaky modes that exist above the light line. Below the light line, supported transverse-electric-like (TE) and transverse-magnetic-like (TM) guided modes are indicated by solid black and dashed blue lines, respectively. A quasi-bandgap based on symmetry for the TE guided modes is indicated by the pink shaded region. The fundamental cavity resonance at $\lambda_{TE} = 743$ nm is designated by the dashed red line. (C) Schematic of the 16-hole-array cavity design with the air hole aspect ratio ($d_z/d_x$) plotted as a function of mirror segment number. (D) Normalized optical $E_y$ field profile of the fundamental localized cavity mode of diamond nanobeam cavity design in (C).
for coordinate conventions). In other words, the electric field of a TE (TM) mode is mostly perpendicular (parallel) to the \( z = 0 \) plane. At the center of the beam, the electric field vector of the TE modes matches the transition dipole moment of two (out of four possible) orientations of the SiV center up to a factor of \( \cos(35^\circ) \).

We parameterized the nanobeam cavity design by the target fundamental TE cavity mode resonance wavelength in free space, \( \lambda_{TE} \). Our final design has the following parameters: a nanobeam width \( w = 0.635 \lambda_{TE} \), lattice constant (hole spacing) \( a = 0.349 \lambda_{TE} \) and elliptical hole minor diameter \( d_x = 0.191 \lambda_{TE} \), with the major diameter of the elliptical hole increased quadratically, from \( d_z = d_x = 0.191 \lambda_{TE} \) at the end of the cavity, to \( d_z = 0.317 \lambda_{TE} \) at the center. This quadratically tapering major diameter is schematically displayed in Fig. D.2C for a 16 hole array on each side of the cavity x-axis mirror plane. For the unit cell dimensions used to calculate the bandstructure in Fig. D.2A, the fundamental TE cavity resonance is located at \( \lambda_{TE} = 743 \) nm, which is designated by the dashed red line in Fig. D.2B.

The total cavity loss is comprised of both radiation losses into free-space \( (Q_{rad}) \) and coupling losses to the feeding waveguide \( (Q_{wg}) \). For the cavity design used in the experiment, the cavity figures of merit generated from FDTD simulations are the cavity mode volume \( (V = 1.8 (\lambda_{TE}/n)^3 \) with \( n = 2.4 \)) and the partial optical Q-factors \( (Q_{rad} \approx 320000, Q_{wg} \approx 10000) \). From the partial optical Q-factors, the total cavity loss \( (Q_{tot}) \) is given by the relation \( Q_{tot} = (Q_{rad}^{-1} + Q_{wg}^{-1})^{-1} \approx 10000 \). Additionally, the predicted on-resonance transmission of the fundamental cavity mode was calculated by the relation: \( T = Q_{tot}^2/Q_{wg}^2 \approx 94\% \). It is important for this transmission to be high because it is directly proportional the number of photons we are able to measure.
experimentally.

In order to estimate the transmission of the cavities used in the experiment, the cavity transmission was normalized to transmission through a diamond waveguide (no holes) with identical in- and out-coupling structures. Using this approach, we found that the cavity transmission on resonance was $\geq 85\%$ of the waveguide transmission.

### D.2.2 Cavity fabrication

Electronic grade, (100)-normal oriented, single-crystal diamond substrates (CVD grown, $\leq 5$ ppb [N], Element Six), were first polished to a surface roughness $< 5$ nm RMS, followed by an acid treatment (“tri-acid clean” hereafter) in a boiling mixture consisting of equal parts conc. sulfuric acid, conc. nitric acid, and 70% (aqueous) perchloric acid. Prior to device fabrication, approximately the top six microns of the diamond surface were removed in a standard inductively-coupled-plasma reactive-ion etcher (ICP-RIE, Unaxis Shuttleline). This pre-fabrication etch consisted of an Ar/Cl$_2$ etch (30 minutes, 400 W ICP power, 250 W RF power, 25 sccm Ar flow rate, 40 sccm Cl$_2$ flow rate, 8 mTorr chamber pressure) followed by an O$_2$ etch (30 minutes, 700 W ICP power, 100 W RF power, 50 sccm O$_2$ flow rate, 10 mTorr chamber pressure). This pre-fabrication etch removes polishing-induced mechanical strain near the top surface of the diamond and reduces the final surface roughness of the diamond substrate to $< 1$ nm RMS (confirmed by AFM).

Our nanofabrication procedure is outlined schematically in Fig. D.3. First, a silica etch mask was patterned on the prepared diamond substrates using electron-beam lithography on a 650 nm spin-coated layer of 83% hydrogen silsesquioxane (HSQ,
Figure D.3: (A) Illustration of the angled-etching technique used to fabricate free-standing optical nanocavity structures in bulk single-crystal diamond. Angled-etching fabrication steps with corresponding SEM images: (i) define an etch mask on substrate via standard fabrication techniques (panel (B)), (ii) transfer etch mask pattern into the substrate by top-down plasma etching (panel (C)), (iii) employ angled-etching to realize suspended nanobeam structures (panel (D)), (iv) remove residual etch mask (panel (E)). All SEM images taken at a stage tilt of 60°.

FOX-16 from Dow Corning) negative resist in methyl isobutyl ketone (MIBK). Exposed HSQ was developed in tetramethylammonium hydroxide (TMAH, 25% diluted aqueous solution) to yield the final mask used for etching (Fig. D.3B).

We then performed a conventional top-down anisotropic plasma etch (Unaxis Shuttleline ICP-RIE, 700 W ICP power, 100 W RF power, 50 sccm O₂ flow rate, 2 sccm Ar flow rate, 10 mTorr chamber pressure) to first transfer the silica etch mask pattern into the diamond to a depth of approximately 600 nm (Fig. D.3C). We then etched the sample at an angle using the same ICP-RIE parameters as the initial top-down etch, but instead housing the sample inside a macroscopic aluminum Faraday cage[130, 195] to direct the plasma ions to the substrate surface at the intended angle (Fig. D.3D). Finally, the remaining etch mask was removed in concentrated hydroflu-
oric acid, followed by 1 : 3 hydrogen peroxide : conc. sulfuric acid ("piranha") solution leaving freestanding diamond nanocavities (Fig. D.3E).

After the cavities are fabricated, SiV centers are created by targeted implantation using a focused ion beam. This technique will be described in Section D.2.5. Implantation is followed by a tri-acid clean and a three-stage ultra-high-vacuum (maximum pressure $5 \times 10^{-9}$ Torr) anneal at 400 (3 per minute ramp, 8 hour dwell time), 800 (1 per minute ramp, 8 hour dwell time), and 1200 (1 per minute ramp, 4 hour dwell time). This annealing introduces a small amount of graphitic carbon on the surface of the sample. The tri-acid clean is repeated after annealing to remove this carbon. We do not perform a low temperature oxygen anneal. The effect of each post-implantation step is described in more detail in References [54, 205].

### D.2.3 Tuning the cavity resonance wavelength

Fabrication imperfections usually result in cavity resonances that are typically of order 10 nm away from the desired resonance position. Moreover, cooling the sample to 4K introduces additional irreproducible shifts due to thermal contraction of diamond and condensation of residual gas onto the sample surface. Thus, it is highly desirable to have a method to tune the resonance frequency of the cavity \textit{in situ} during the course of our experiment.

To accomplish this goal, we deliberately introduce a controlled amount of inert gas into the chamber. This gas freezes on the surface of the sample, increasing the local refractive index and shifting the resonance frequency of the cavity to longer wavelengths. Using this technique, we can tune the cavity resonance by more than
20 nm with no deterioration of the cavity quality factor.

Thermal desorption of the tuning gas provides a simple technique to reverse the tuning. Either the sample can be heated up locally using an intense laser field, and/or the whole sample can be heated using a resistive heater mounted on the sample stage. The tuning procedure is very robust and was implemented on the same diamond nanophotonic device many times over several months. For our experiment, we use carbon dioxide as the tuning gas which does not desorb under typical experimental conditions but can be desorbed deliberately using the above methods.

### D.2.4 Cavity mode characterization using SiV centers

We estimate the mode volume of the nanobeam cavity experimentally by probing the local photonic density of states, which is in turn measured via the spontaneous emission rate of SiV centers into the cavity mode. To implement this novel technique, we use a sample with a similar cavity design but a very high density of SiV centers created by uniform high-density ion implantation (implantation flux $3 \times 10^{11} \text{cm}^{-2}$, implantation energy 150 keV, performed by Innovion corporation). We then tune the cavity as described in the previous section until the ensemble of SiV centers is on resonance with the fundamental mode of the cavity. Next, we excite the SiV centers in the cavity by scanning over the entire nanostructure with an off-resonant excitation laser at 700 nm (Ch. 2 in Fig. D.1 and D.4). We measure the fluorescence into the cavity mode via the outcoupling notch at the end of the cavity (Ch. 3). To produce a one-dimensional plot of the mode density along the beam, we integrate along the direction ($z$) orthogonal to the beam. We then repeat this procedure for the
second-order cavity mode by tuning the mode into resonance with the SiV ensemble.

Figure D.4: (A) Scanning electron micrograph of nanophotonic crystal cavity and (B) simulated energy density profile of the cavity mode. (C) Experimentally measured energy density profile for the cavity mode in part B. Photons are detected in the waveguide mode (Ch. 3) as the excitation laser (Ch. 2) is spatially scanned across the nanocavity.

Figure D.4C shows this integrated line cut superimposed with the same integrated line cut taken from our FDTD simulations (see Section D.2.1) where the horizontal axis has been scaled by a fitted parameter to estimate the agreement between simulations and experiment. We assume that the transverse mode profile is given by our simulated value since that mode profile is determined primarily by the size and refractive index of the beam which are well controlled. Before fitting, the simulated data has been convolved with a Gaussian point-spread function ($2\sigma \approx 600 \text{ nm}$) with width extracted from an image of a single emitter.

We find that the measured mode volume is 35% larger for the first mode and 46% larger for the second mode than predicted by our simulations. Under the assumption that this scaling is similar for the devices used in the main text, we estimate an experimental mode volume for the first mode of $V \sim 2.5 (\lambda/n)^3$ (here, $n = 2.4$). Discrepancies in the mode volume can result from fabrication imperfections which
can reduce longitudinal confinement. This mechanism is plausible since we have observed lower quality factors than predicted in our simulations (see Section D.2.1).

D.2.5 Deterministic SiV positioning using focused Si ion beam implantation

SiV centers were introduced at the center of the diamond nanocavities by targeted implantation using Sandia National Lab’s nanoImplanter, a custom focused-ion-beam system made by the A&D Corporation (Tokyo). This instrument employs a 100 kV accelerating potential, an $E \times B$ mass velocity filter with $m/\Delta m = 60$, a laser interferometry controlled stage and a Raith Elphy Plus pattern generator. A AuSiSb liquid metal alloy is used to generate the Si$^+$ ion beam. We controlled the ion fluence with a combination of beam current and dwell time at each targeted implantation site. The implantation position was aligned to $<1$ nm.

This combination of controlled ion fluence, energy and positioning allows for precise control over the number, depth and lateral position of SiV centers inside the nanophotonic structure. The number of implanted ions obeys a Poisson distribution; the error in the number of implanted ions scales as the square root of the average number of implanted ions. The expected positioning error is dominated by the ion spot size ($40 \text{ nm}$). The range (depth) of the ions is predicted to be $68 \text{ nm}$ with a $\pm 13 \text{ nm}$ straggle. The positioning error is about a factor of two smaller than the relevant cavity mode dimensions: the mode oscillates at about $100 \text{ nm}$ peak-to-peak in the longitudinal direction and has a similar extent in the transverse directions.

Using this approach, we chose an intended dose of between 10 to 500 ions (equiv-
alent fluence $8 \times 10^{11}$ to $4 \times 10^{13}$ ions/cm$^2$) for different nanocavities on the diamond sample. The nanocavity used in the experiment was implanted with 350 Si$^+$ ions and contains more than 5 SiV centers (Fig. D.5) after high temperature annealing. These measurements demonstrate greater than 1.5% conversion yield from Si$^+$ ions to SiV centers, comparable to what has been realized in the bulk[205]. The yield of conversion from Si$^+$ ions to SiV centers is limited by the vacancy density in the diamond crystal. Electron irradiation has been shown to improve the SiV creation yield by more than an order of magnitude[148] and could be used to enable operation with fewer number of implanted ions, reduced damage to the crystal and reduced inhomogeneous distribution.

D.2.6 Adiabatic fiber-waveguide coupling for high-efficiency photon extraction

For the diamond nano-waveguides used in the Raman tuning and two-SiV entanglement experiments, we collect the Raman emission of SiV centers by adiabatically transferring the photons from the waveguide mode into a single-mode optical fiber[209]. In this technique, a tapered optical fiber is brought into physical contact with a tapered section of a diamond waveguide. For an appropriate choice of the diamond and fiber geometries, the composite structure supports a single optical mode along its entire length, allowing a photon emitted by a SiV center inside the diamond waveguide to be transferred to the optical fiber. This technique can achieve high absolute coupling efficiencies and requires no realignment over the course of several days.
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To achieve this goal, we use a wet-etching procedure to create conical tapers on conventional single-mode optical fibers (Thorlabs SM600) with a taper angle of approximately 1.5 (per side; 3 full angle). The triangular diamond waveguide is designed with a similar taper angle of 2. Fiber coupling is achieved by positioning a tapered optical fiber in physical contact with the tapered section of the diamond waveguide using piezoelectric nanopositioners (Attocube ANPx101/ANPz101). The coupling efficiency from single-mode fiber to the diamond waveguide is calculated by sending light into a 90:10 fiber beamsplitter (Thorlabs TW670R5A2), with 90% of the input light sent to a reference photodiode (Thorlabs PDA100A), and the remaining 10% to the coupled fiber-waveguide structure. We use a Bragg mirror section of holes (similar to the mirror used to create the photonic crystal cavities above) in the waveguide to reflect the incoming light, 90% of which is sent to a calibrated measurement photodiode via the final beamsplitter port. By comparing the reflected power with the incoming power, we infer a lower bound on the fiber-diamond coupling efficiency of 70%.

D.3 Identifying single SiV centers inside nanocavities

The electronic structure of the SiV center consists of spin-orbit doublets in the ground and excited states. Optical dipole transitions between the doublets result in four transition frequencies which are labeled A–D in order of decreasing frequency [58]. The presence of strain in the crystal changes the energy splittings, resulting in in-
Figure D.5: (A) Fluorescence counts from the center of the cavity as a function of excitation frequency. Colored symbols correspond to emitter frequencies determined by the algorithm described in the text. Emitters 1 and 2 are at low strain, and emitters 3–5 are at higher strain. The shaded region indicates a typical inhomogeneous distribution range of transition C (|c⟩ ↔ |e⟩) frequencies. The cavity QED experiments in the main text were carried out using Emitter 2. (B) The identification procedure was verified by measuring Autler-Townes splitting for the Λ-type system. A pump laser of varying intensity was fixed on transition D (|u⟩ ↔ |e⟩) at 406.649 THz, and a weak probe was scanned across transition C at 406.705 THz. The line splitting on transition C scales with the square root of the applied power on transition D (illustrated with dashed black line), confirming that the two transitions form an optical lambda system.

homogeneous broadening[128]. However, the difference in the transition frequencies always obeys the energy conservation constraints: \( \Delta^i_{A-B} = \Delta^i_{C-D} = \Delta^i_{gs} \) and \( \Delta^i_{A-C} = \Delta^i_{B-D} = \Delta^i_{es} \), where \( \Delta^i_{es} \) and \( \Delta^i_{gs} \) are the excited and ground state splittings, corresponding to an individual emitter labeled \( i \).

To determine the set of four transitions corresponding to a single emitter at the center of our cavity, we scanned the Ti:Sapphire laser over a 700 GHz range centered around 406.8 THz at \( \sim 100 \) MHz resolution. We recorded the fluorescence counts in the PSB as a function of excitation frequency to obtain a list of all emitter resonances in this cavity. The resulting spectrum (Fig. D.5A) indicates that there are several near-resonant SiV centers at the center of the cavity where each SiV results in four
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lines A\textsuperscript{i}–D\textsuperscript{i}. We fit the frequency of each line in the Fig. D.5A and calculate the energy differences \(\Delta\) between all pairs of lines. From this list, we find sets of four frequencies A\textsuperscript{i}–D\textsuperscript{i} that consist of pairs of transitions with matching \(\Delta\), i.e. \(|\Delta\textsubscript{A-B}^i - \Delta\textsubscript{C-D}^i| < \epsilon\) where \(\epsilon \sim 300\) MHz is limited by experimental error in frequency estimation.

The results of this approach are indicated in Fig. D.5A where we have drawn colored symbols over the sets of lines presumably corresponding to the same SiV. (Only five emitters are labeled.) To verify that these lines correspond to the same SiV, we apply a strong driving field on transition D\textsuperscript{i} (B\textsuperscript{i}) and probe the response on transition C\textsuperscript{i} (A\textsuperscript{i}). We observe that the probed transition undergoes a splitting proportional to the square root of the power of the driving field (Fig. D.5B). This signature of the Autler-Townes effect confirms that the two transitions share an excited state as expected. When the two lines do not correspond to the same SiV, there is no observable splitting. For the optical switch experiment shown in Fig. 2 of the main manuscript, transitions C (|c\rangle \leftrightarrow |e\rangle) and D (|u\rangle \leftrightarrow |e\rangle) were used to realize an optical lambda system.

D.4 SiV charge state control: high fidelity initialization and single-shot readout

The SiV can be occasionally ionized from the SiV\textsuperscript{−} charge state to other charge states (SiV\textsuperscript{0} or SiV\textsuperscript{2−}) which are dark in our measurement scheme. It is highly desirable to know when the SiV is in the correct charge state and to actively control the charge state. To accomplish these tasks, we performed the cavity transmission
experiment in Fig. 1D with both the cavity and emitter on resonance with the probe laser. At first, only the weak, resonant probe laser was used for driving the system.

We recorded both the transmission photons collected through the cavity and the fluorescence photons collected in the phonon-sideband (PSB), and binned them in 15 ms intervals as shown in the blue curves in Fig. D.6A. The SiV jumps between a bright state (SiV\(^{-}\)) where the transmission intensity (thick blue trace) is low and the PSB fluorescence intensity (thin blue trace) is high and a dark state (not coupled to the probe field) with high transmission and no fluorescence. These jumps are clearly resolved on the timescale of seconds, allowing single-shot readout of the charge state of the SiV.

To rule out the possibility of faster ionization dynamics that we could not resolve with this slow technique, we performed a similar experiment but recorded the time-tagged photon arrival times with the fast acquisition electronics described above. We observed no features slower than tens of nanoseconds, indicating that the complete electronic dynamics are limited to those of the three-level optical system plus a slow charge switching process at the timescale of seconds for the laser intensities used in the experiment.

We then repeat the first experiment, with the addition of a 10 \(\mu\)s pulse of around 0.4 mW green light (520 nm) every 100 \(\mu\)s. The detectors are gated off during the green pulse. The timetraces recorded with this scheme (and with the same duty cycle and data processing as above) are shown in the green timetraces (thick: transmission, thin: PSB fluorescence) in Fig. D.6A. These traces are flat and close to the values when the SiV is in the correct charge state, illustrating that there are no dynamics on
Figure D.6: Charge state initialization with and without a green repump pulse. (A) Timetraces of transmission (upper thick curves) and phonon sideband (PSB, lower thin curves) photon detection events as a function of time. The data are taken both with (green) and without (blue) the presence of a 520 nm repump laser at approximately 10% duty cycle. Clear jumps are present in the case of no green repump, indicating single-shot readout of charge-state fluctuations. (B) Histograms of timetraces in A with Poissonian fits. The ratio of the two blue peak positions gives a direct measurement of the transmission dip of 37%. The mean number of transmitted photons in the case with green repump can be decomposed into 85% of the low-transmission peak and 15% of the high transmission peak in the case of no green repump. This implies an 85% charge state initialization fidelity.

To quantify this effect, we make histograms of photons detected per 15 ms bin for the transmission counts both with and without green repump (Fig. D.6B). We fit a Poisson distribution to the histogram of counts taken with green repump and two Poisson distributions to the histogram of counts taken with no repump. Based on the relative amplitude of the two peaks without green repump, we estimate that the SiV is in the correct charge state 53% of the time. The average counts for the data taken with the green repump pulse can be decomposed into 85% of the low-transmission (SiV on) case and 15% of the high-transmission (SiV off) case, implying a charge-state initialization fidelity of 85%. A similar analysis using the PSB fluorescence has
more noise but is consistent with the above estimate. The close fit of these Poisson distributions to our data also indicates that there is no significant noise above shot noise on this timescale.

Finally, by measuring the contrast between the transmission counts in the bright and dark cases (i.e. the mean values of the peaks in Fig. D.6B) we also have a simple and direct measurement of the transmission extinction from a single SiV. The value of the transmission dip extracted from this measurement is 37%, consistent with the measurement in Fig. 1F of the main manuscript. While the single-shot readout of the charge state shown in Fig. D.6 can be used to initialize the system with near-perfect fidelity, further research is necessary to understand the microscopic mechanism for charge dynamics and develop higher fidelity control techniques.

### D.5 Model description for a SiV center inside an optical cavity

In this section, we describe the theoretical model used to describe the dynamics of the SiV-cavity system measured in Figs. 7.1–7.3 of Chapter 7. We show how to calculate the saturation response of the transmission and fluorescence of the system (Fig. 7.3A) and the different intensity correlation functions between detection events (Figs. 3B–D).
Figure D.7: Setup for the coupled SiV-cavity system with dissipation. \( \frac{\xi}{\sqrt{\kappa/2}} \) is the flux amplitude of the weak coherent probe field, and \( \kappa \) is the total decay rate of the symmetric cavity. Dissipation channels are characterized by decay rates \( \gamma \). The cavity drives the \( |c\rangle \leftrightarrow |e\rangle \) transition with a single-photon Rabi frequency \( g \) and a detuning \( \Delta_e \).

**D.5.1 Three level dynamics with dissipation**

The system is modeled by a three level atom inside a driven cavity as depicted in Fig. D.7. In a frame rotating with the probe frequency, the Hamiltonian is

\[
\hat{H} = \Delta_e |e\rangle \langle e| + \Delta_c \hat{a}^\dagger \hat{a} + i \xi (\hat{a}^\dagger - \hat{a}) + ig (\hat{a} |e\rangle \langle c| - \hat{a}^\dagger |c\rangle \langle e|) \tag{D.1}
\]

where \( \Delta_e = \omega_{ec} - \omega_p \), \( \Delta_c = \omega_c - \omega_p \), \( \omega_{ec} \) is the transition frequency between level \( |e\rangle \) and \( |c\rangle \), and \( \omega_c \) is the resonance frequency of the cavity. The coupling between the cavity field and the SiV is given by the single-photon Rabi frequency \( g \). The driving probe field is in a weak coherent state with a flux amplitude \( \xi/\sqrt{\kappa/2} \) and frequency \( \omega_p \). The bosonic annihilation operator \( \hat{a} \) describes the cavity field. The dissipation in
the system is described by the Lindblad operators

\begin{align*}
\hat{L}_1 &= \sqrt{\gamma_c} |c⟩⟨e|, \\
\hat{L}_2 &= \sqrt{\gamma_u} |u⟩⟨e|, \\
\hat{L}_3 &= \sqrt{\gamma_{cu}} |c⟩⟨u|, \\
\hat{L}_4 &= \sqrt{\gamma_{uc}} |u⟩⟨c|, \\
\hat{L}_5 &= \sqrt{\gamma_d} |e⟩⟨e|, \\
\hat{L}_6 &= \sqrt{\kappa} \hat{a}
\end{align*}

where $\gamma_{uc}$ and $\gamma_{cu}$ are the nonradiative decay rates between states $|c⟩$ and $|u⟩$, $\gamma_c$ ($\gamma_u$) is the decay rate from state $|e⟩$ to state $|c⟩$ ($|u⟩$), $\gamma_d$ is the dephasing rate of state $|e⟩$ and $\kappa$ is the total decay rate of the cavity field. The Markovian approximation for the nonradiative relaxation rates ($\gamma_{uc}, \gamma_{cu}, \gamma_d$) is justified by recent measurements of dephasing ($\gamma_d$) and depolarization ($\gamma_{cu}$) induced by a thermal phonon bath\cite{181}. Experimentally, we find that the optical transitions can be well described by Lorentzian profiles (see Fig. 7.1F), and that the slow non-Markovian dephasing (spectral diffusion) has a small contribution to the total linewidth.

The master equation describing the atom-cavity system can be written formally as

\[ \dot{\rho} = -i \left[ \hat{H}, \rho \right] + \sum_{x=1}^{6} \hat{L}_x \rho \hat{L}_x^\dagger - \frac{1}{2} \left( \hat{L}_x^\dagger \hat{L}_x \rho + \rho \hat{L}_x^\dagger \hat{L}_x \right) \]  

We work in the weak driving regime ($\xi \ll \kappa$) and can therefore truncate the Hilbert space. To lowest order, we assume that at most two excitations are present in the system such that we can describe the system in the basis

\[ \{|0,c⟩, |0,e⟩, |0,u⟩, |1,c⟩, |1,e⟩, |1,u⟩, |2,c⟩, |2,u⟩\} \]  

We label these states $\{|1⟩ \ldots |8⟩\}$.

\[ \text{146} \]
D.5.2 System saturation response

To model the saturation response of the transmission and fluorescence measured in Fig. 7.3A, we look at the steady state of the system. For this calculation, we assume that the cavity is driven resonantly ($\Delta_c = 0$) and we are in the regime where $\kappa \gg g, \Delta_e, \xi, \gamma$ and $g \gg \gamma$. This makes it possible to approximately solve the master equation for the steady state density matrix elements $\rho_{i,j}^{(s)} = \langle i | \rho^{(s)} | j \rangle$ analytically. The expressions for $\rho_{i,j}^{(s)}$ can be found in Sec. D.9.1.

The transmission is then given by

$$T = \frac{\kappa_b \langle \hat{a}_\text{in}^\dagger \hat{a}_\text{in} \rangle_s}{\langle \hat{a}_\text{in}^\dagger \hat{a}_\text{in} \rangle} \approx \frac{\kappa_a \kappa_b \left( \rho_{2,4}^{(s)} + \rho_{6,4}^{(s)} \right)}{\xi^2},$$

(D.5)

where $\kappa_a$ ($\kappa_b$) describes the cavity decay rate to the input (output) waveguide mode. The total cavity decay rate is $\kappa = \kappa_a + \kappa_b + \kappa'$, where $\kappa'$ is the loss rate out of the cavity not collected by the input and output waveguide modes. In our experiment, we use a waveguide damped symmetric cavity with $\kappa_a \approx \kappa_b \approx \kappa/2$. $\langle \hat{a}_\text{in}^\dagger \hat{a}_\text{in} \rangle = 2\xi^2/\kappa$ is the photon flux of the input coherent state. The fluorescence scattering is given by

$$F = \frac{\langle \sigma_{e,e} \rangle_s}{\langle \hat{a}_\text{in}^\dagger \hat{a}_\text{in} \rangle} \approx \frac{(\gamma_c + \gamma_u)\kappa}{2\xi^2} \left( \rho_{2,4}^{(s)} + \rho_{5,5}^{(s)} \right)$$

(D.6)

where $\sigma_{e,e} = |e\rangle \langle e|$. We note that the observed saturation response differs from the two-level system response due to the presence of a second metastable level $|u\rangle$.

These expressions for $T$ and $F$ successfully capture the experimentally measured saturation response in fluorescence and transmission (see Fig. 7.3A) using the system parameters given in Section D.5.4. In Fig. 7.3A, we express the photon flux, $2\xi^2/\kappa$, in terms of number of photons per Purcell-reduced excited-state lifetime $\tau_e$. The experimental data (dots) were fit to the theoretical curves (solid curves) using a
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single fit parameter for the scaling between the photon flux at the cavity (horizontal scale in the figure) and the photon detection rate. We find that a photon detection rate of approximately 110 kHz corresponds to a photon flux of 1 photon per lifetime. This scaling parameter accounts for the detection efficiency in the experiment, and the fit result is in agreement with our independent estimates of the detection efficiency ($\sim 10^{-4}$).

D.5.3 Calculation of intensity correlation functions

In order to calculate the intensity correlation functions measured in Fig. 7.3, we need to evaluate the response of the system following the detection of either a cavity photon or a scattered photon. Since we work below saturation, the evolution of the metastable states ($|0,c\rangle,|0,u\rangle$) are approximately determined solely by the dissipative coupling between these two states such that

$$\dot{\rho}_{1,1} \approx \gamma_{cu}\rho_{3,3} - \gamma_{uc}\rho_{1,1} \quad (D.7)$$

$$\dot{\rho}_{3,3} \approx \gamma_{uc}\rho_{1,1} - \gamma_{cu}\rho_{3,3}. \quad (D.8)$$

This can be solved to yield $ho_{1,1}(t) = \alpha + \beta e^{-\tilde{\gamma}t}, \rho_{3,3}(t) = \alpha_2 - \beta e^{-\tilde{\gamma}t}$, where $\alpha = \frac{\gamma_{cu}(\rho_{1,1}(0)+\rho_{3,3}(0))}{\tilde{\gamma}}, \beta = \frac{\gamma_{uc}(\rho_{1,1}(0)-\gamma_{cu}\rho_{3,3}(0))}{\tilde{\gamma}}, \alpha_2 = \frac{\gamma_{uc}(\rho_{1,1}(0)+\rho_{3,3}(0))}{\tilde{\gamma}}$ and $\tilde{\gamma} = \gamma_{cu} + \gamma_{uc}$. In steady state, the populations are given by $\rho_{1,1}^{(s)} \approx \gamma_{cu}/(\gamma_{cu} + \gamma_{uc})$ and $\rho_{3,3}^{(s)} \approx \gamma_{uc}/(\gamma_{cu} + \gamma_{uc})$. The ratio of $\gamma_{uc}/\gamma_{cu}$ is determined by the thermal distribution[181]. Using data from the optical pumping experiment shown in Fig. 7.2, we infer $\rho_{1,1} \sim 64\%$ and $\rho_{3,3} \sim 36\%$ in steady state. These values are in good agreement with a thermal distribution of population at 4K for the two metastable states that are split by 64 GHz.
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Using these expressions for the metastable state populations, we can analytically solve the equations of motion for the populations in the other levels to the leading order in the probe field amplitude. We use the assumption of weak resonant driving \((\Delta_c = 0)\) and that we are in the bad cavity regime \((\kappa \gg g \gg \gamma \gg \xi)\) to identify the dominant terms and adiabatically eliminate all states containing cavity photons. As a result, we are left with only three coupled differential equations that we need to solve between \(\dot{\rho}_{2,2}\) and \(\dot{\rho}_{1,2}, \dot{\rho}_{2,1}\). Solving the equations, we obtain the following expressions:

\[
\begin{align*}
\rho_{1,2}(t) &\approx \mathcal{A}_1 + \mathcal{A}_2 e^{-\gamma t} + \mathcal{A}_3 e^{\alpha_1 t}, \\
\rho_{2,2}(t) &\approx \mathcal{B}_1 + \mathcal{B}_2 e^{-\gamma t} + \mathcal{B}_3 e^{\alpha_1 t} + \mathcal{B}_4 e^{\beta_1 t}, \\
\rho_{4,4}(t) &\approx \mathcal{C}_1 + \mathcal{C}_2 e^{-\gamma t} + \mathcal{C}_3 e^{\alpha_{11} t} + \mathcal{C}_4 e^{\beta_{11} t}, \\
\rho_{5,5}(t) &\approx \frac{4\xi^2}{\kappa^2} \rho_{2,2}(t).
\end{align*}
\] (D.9) (D.10) (D.11) (D.12)

The coefficients \(a_i, b_i, \mathcal{A}_i, \mathcal{B}_i\) and \(\mathcal{C}_i\) are defined in Sec. D.9.2.

From Eqs. (D.9)–(D.12), it is straightforward to get the steady state population of the different levels by taking the limit \(t \to \infty\). From the steady state populations we can calculate \(\langle \hat{a}^\dagger \hat{a} \rangle \approx \rho_{4,4}^{(s)} + \rho_{6,6}^{(s)}\) and \(\langle \hat{\sigma}_{e,e} \rangle \approx \rho_{2,2}^{(s)}\). The normalized transmission–transmission intensity correlation function (Fig. 7.3C) is given by

\[
g_{TT}^{(2)}(\tau) = \frac{\langle \hat{a}^\dagger(0) \hat{a}^\dagger(\tau) \hat{a}(\tau) \hat{a}(0) \rangle}{\langle \hat{a}^\dagger \hat{a} \rangle^2},
\] (D.13)

where \(\langle \hat{a}^\dagger(0) \hat{a}^\dagger(\tau) \hat{a}(\tau) \hat{a}(0) \rangle \approx \rho_{4,4}(\tau) + \rho_{6,6}(\tau)\) can be calculated from Eqs. (D.9) and (D.11) with initial conditions given by the detection of a cavity photon at time \(t = 0\), i.e. \(\rho(0) = \hat{a} \rho^{(s)} \hat{a}^\dagger\). Consequently, \(\rho_{1,1}(0) = \rho_{4,4}^{(s)}, \rho_{3,3}(0) = \rho_{6,6}^{(s)}, \rho_{2,2}(0) = \rho_{5,5}^{(s)}\) and \(\rho_{1,2}(0) = (4\xi^2 \rho_{1,2}^{(s)} + 2\xi g \rho_{4,4}^{(s)} - 4\xi g \rho_{2,2}^{(s)})/\kappa^2\). The normalized intensity autocorrelation
function for the scattered (fluorescence) field (see Fig. 7.3B)

\[
g^{(2)}_{SS}(\tau) = \frac{\gamma^{(rad)}_{\text{u}}}{\gamma^{(rad)}_{\text{c}} + \gamma^{(rad)}_{\text{u}}} \frac{\langle \hat{\sigma}_{e,u}(0)\hat{\sigma}_{e,e}(\tau)\hat{\sigma}_{u,e}(0) \rangle}{\langle \hat{\sigma}_{e,e} \rangle^2} + \frac{\gamma^{(rad)}_{\text{c}}}{\gamma^{(rad)}_{\text{c}} + \gamma^{(rad)}_{\text{u}}} \frac{\langle \hat{\sigma}_{e,c}(0)\hat{\sigma}_{e,e}(\tau)\hat{\sigma}_{c,e}(0) \rangle}{\langle \hat{\sigma}_{e,e} \rangle^2},
\]

(D.14)

and the normalized intensity correlation function between the scattered and transmitted fields (see Fig. 7.3D)

\[
g^{(2)}_{ST}(\tau = \tau_F - \tau_T > 0) = \frac{\langle \hat{a}^\dagger(0)\hat{\sigma}_{e,e}(\tau)\hat{a}(0) \rangle}{\langle \hat{a}^\dagger\hat{a} \rangle \langle \hat{\sigma}_{e,e} \rangle}
\]

\[
g^{(2)}_{ST}(\tau < 0) = \frac{\gamma^{(rad)}_{\text{u}}}{\gamma^{(rad)}_{\text{c}} + \gamma^{(rad)}_{\text{u}}} \frac{\langle \hat{\sigma}_{e,u}(0)\hat{a}^\dagger(-\tau)\hat{a}(-\tau)\hat{\sigma}_{u,e}(0) \rangle}{\langle \hat{a}^\dagger\hat{a} \rangle \langle \hat{\sigma}_{e,e} \rangle} + \frac{\gamma^{(rad)}_{\text{c}}}{\gamma^{(rad)}_{\text{c}} + \gamma^{(rad)}_{\text{u}}} \frac{\langle \hat{\sigma}_{e,c}(0)\hat{a}^\dagger(-\tau)\hat{a}(-\tau)\hat{\sigma}_{c,e}(0) \rangle}{\langle \hat{a}^\dagger\hat{a} \rangle \langle \hat{\sigma}_{e,e} \rangle},
\]

(D.15)

(D.16)

can be calculated in a similar way where \( \hat{\sigma}_{u,e} = |u\rangle \langle e| \) and \( \hat{\sigma}_{e,e} = |c\rangle \langle e| \). Equations (D.15) and (D.16) correspond to cases where a transmitted or a scattered photon was detected first, respectively. Note that for correlations involving the fluorescence field, detection of photons emitted in \( |e\rangle \rightarrow |u\rangle \) (detection probability \( \sim \gamma^{(rad)}_{\text{u}} \)) or \( |e\rangle \rightarrow |c\rangle \) (detection probability \( \sim \gamma^{(rad)}_{\text{c}} \)) can result in different dynamics and two separate terms. While these photons (or two paths) are in principle distinguishable by frequency, in our experiment both paths were detected without frequency filtering. For this reason, a photon detection in fluorescence leaves the SiV in some classical mixture of states \( |c\rangle \) (with probability \( \gamma^{(rad)}_{\text{c}} / (\gamma^{(rad)}_{\text{c}} + \gamma^{(rad)}_{\text{u}}) \)) and \( |u\rangle \) (with probability \( \gamma^{(rad)}_{\text{u}} / (\gamma^{(rad)}_{\text{c}} + \gamma^{(rad)}_{\text{u}}) \)). On the other hand, the detection of a cavity photon preferentially leaves the SiV in state \( |u\rangle \). This results in the asymmetry in the fluorescence–transmission intensity cross-correlation function measured in Fig. 7.3D.

The observed dynamics in photon correlations in Fig. 7.3, can be understood based
on these multilevel dynamics. Upon detection of a transmitted photon, the SiV has an increased likelihood to be projected into state $|u\rangle$, where the SiV is not excited by laser light. Consequently, for a time period ($\sim \tau_0$) given by the lifetime of state $|u\rangle$, the SiV-cavity system will have higher transmission and reduced scattering resulting in enhanced $g_{TT}^{(2)}$ and suppressed $g_{ST}^{(2)}$. If instead a scattered photon is detected first, the SiV is preferentially projected to the coupled state $|c\rangle$. This state undergoes two-level dynamics associated with decreased scattering and enhanced transmission at short times on the order of the excited state lifetime $\tau_e$. At longer times of order $\tau_0$ while the system is more likely to remain in the coupled state $|c\rangle$, it exhibits enhanced scattering ($g_{SS}^{(2)}$, Fig. 7.3A) and somewhat reduced transmission ($g_{ST}^{(2)}$, Fig. 7.3C). These results are also consistent with the optical switching dynamics in Fig. 2 where the system is polarized using a classical gate pulse instead of a single photon detection event and the relaxation dynamics at the same timescale $\tau_0$ are observed.

### D.5.4 Extraction of system parameters

The data shown in Figs. 7.1–7.3 of the main manuscript can be modeled using a single set of intrinsic system parameters. The cavity decay rate $\kappa$ is measured from the envelope of the cavity transmission curve in Fig. 7.1E (blue curve). The dephasing rate $\gamma_d$ of the SiV optical transition ($|c\rangle \rightarrow |u\rangle$) is measured from the SiV linewidth in Fig. 7.1F when the cavity is off resonance with the SiV (orange curve), while the single-photon Rabi frequency $g$ is determined by the Purcell-broadened linewidth when the cavity is on resonance with the SiV (red curve). These values are consistent with the independent time-domain lifetime measurement described in the main text.
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These values (which suffice to determine the cooperativity) are then taken as fixed; the remaining parameters are extracted from the photon correlation measurements in Figs. 7.3C and 7.3D. (The data in Fig. 7.3B were taken above saturation with large cavity detuning ($\Delta_c = 0, \Delta_c >> \kappa$) and were modeled separately as a three-level atom in a classical field.) The optical switching experiment (Fig. 7.2) provides an independent measurement of the ground-state relaxation rates $\gamma_{uc}$ and $\gamma_{cu}$ and is consistent with the values extracted from the photon correlation measurements.

The following parameters (defined in Fig. D.7) accurately describe the system dynamics: 
\[ \{ \kappa = 1150 \gamma_0, \gamma_d = 4 \gamma_0, \gamma_u = \gamma_0, \gamma_c = \gamma_0, \gamma_{uc} = 0.10 \gamma_0, \gamma_{cu} = 0.15 \gamma_0, g = \gamma_0 (1.5 \kappa / \gamma_0)^{1/2}, \gamma_c^{(rad)} / \gamma_u^{(rad)} = 2 \} \]
where we defined $\gamma_0 = 2\pi \times 50$ MHz. Of these parameters, $\{ \kappa, \gamma_d, \gamma_{uc}, \gamma_{cu}, g \}$ are consistent with independently measured values in Figs. 7.1–7.3. The detected ratio of $\gamma_c^{(rad)} / \gamma_u^{(rad)}$ determines the asymmetry of $g_{ST}^2(\tau)$ and was fit separately using the data in Fig. 7.3D. The theoretical expressions for photon correlations were convolved with the detector timing response (300 ps timing jitter per APD) to obtain the solid curves in Fig. 7.3. Intensity correlation measurements were normalized using intensity averages; we do not observe excess noise due to incoherent dynamics at slow timescales.

D.5.5 Measured vs. expected cooperativity

Our measured cooperativity of $C \sim 1$ differs substantially from the cooperativity $C = \frac{4g^2}{\kappa \gamma} = \frac{3}{4\pi^2} \frac{Q}{V} \left( \frac{\lambda}{n} \right)^3 \sim 275$ in the ideal case of a perfect emitter coupled optimally to our cavity with measured quality factor $Q \sim 7200$ and dimensionless mode volume $\frac{V}{(\lambda/n)^3} \sim 3$. In this section, we discuss the discrepancies leading to this disagreement.
First, the emitter is not optimally aligned with the cavity mode. Based on the crystallographic orientation of our sample and the electric field mode profile inside the cavity, the maximal overlap between the atomic transition dipole and the cavity mode is roughly $2/3$. The positioning of the SiV center can be a separate source of error. The accuracy of FIB-based implantation (Section D.2.5) is around 40 nm, including straggle. This is a significant fraction of the spatial extent of the local cavity field antinode that extends in about 100 nm in all three dimensions. This positioning error can reduce the atom–photon coupling and hence the cooperativity by roughly 20–40%.

In addition to reductions in the cooperativity due to emitter positioning errors, the SiV is not a perfect optical emitter. The atomic decay rate $\gamma$ in the cooperativity includes all photon emission and decoherence rates, whereas the single-photon Rabi frequency $g$ includes only the contribution from the dipole transition ($|c\rangle \leftrightarrow |e\rangle$) that couples to the cavity mode. The cooperativity is therefore reduced by imperfections in the optical transitions of the SiV center. First, the Debye-Waller factor ($\gamma_{ZPL}/\gamma_{(rad)}$) for the SiV ZPL is around 70%. Next, our linewidth is broadened by phonon processes and spectral diffusion to approximately three times the lifetime-limited linewidth ($\gamma_0/\gamma_{exp} \approx 0.3$). For the lambda system used in the experiment, the branching ratio of the $|e\rangle \rightarrow |c\rangle$ and $|e\rangle \rightarrow |u\rangle$ ZPL transitions are about 80% and 20% respectively[59]. Finally, if there is a significant nonradiative decay rate limiting the quantum efficiency (QE) of the SiV, our observed cooperativity could be substantially reduced.

Taking conservative estimates for the parameters other than an unknown quantum efficiency, our estimated cooperativity is around $C \sim 10 \times \text{QE}$ (Table D.1). A quantum
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\[ C = \frac{3}{4\pi^2} \left( \frac{\lambda_0}{n} \right)^3 \frac{Q}{V} \frac{\gamma_{ZPL}^{(rad)}}{\gamma_{exp}^{(rad)}} \frac{\gamma_0}{Q} \]  
\[ C \approx \frac{1}{13} \frac{7200}{3} \]

<table>
<thead>
<tr>
<th>dipole orient.</th>
<th>SiV position</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.7 0.3 QE</td>
<td>0.4–0.8 0.4–1</td>
</tr>
</tbody>
</table>

Table D.1: Cooperativity estimate based on SiV and experimental parameters described in the text

An efficiency of around 10% is therefore consistent with the discrepancy between our expected and observed cooperativity.

D.6 Subnatural-linewidth Raman single photons

The Raman tuning demonstrated in Fig. 7.4 uses off-resonant laser excitation to generate spectrally-tunable subnatural linewidth single photons. In this section, we discuss technical considerations that enable us to isolate single photons under off-resonant excitation and present data that support our claims about subnatural linewidths for Raman photons. The SiV centers used for the Raman tuning and entanglement experiments have a ground state frequency splitting of \( \approx 50 \) GHz. When we excite the \( |u\rangle \rightarrow |e\rangle \) transition with a laser at frequency \( \nu \), the Raman photons are at a frequency \( \approx \nu + 50 \) GHz. We use separate spatial modes for laser excitation (free-space, see Fig. 7.4) and Raman photon detection (waveguide mode collected via fiber). This allows us to significantly suppress leakage from the excitation laser into our collection mode. Despite this suppression, the scattering at the diamond-vacuum interface results in laser leakage into the collection mode. When we excite...
the $|u\rangle \rightarrow |e\rangle$ transition on resonance, we find that the typical signal to noise ratio between the Raman single-photons and laser background is about $\sim 1$.

To obtain Raman single-photons with high purity, we use a home-built scanning Fabry-Perot (FP) filter cavity designed to have high transmission for Raman photons at frequency $\approx \nu + 50$ GHz while suppressing laser photons at frequency $\nu$. To achieve this, we built a cavity with a free spectral range (FSR) of 37 GHz which maximally suppresses the laser field (by putting the laser line in the middle of the FSR, exactly between two cavity resonances) while maintaining a high cavity bandwidth of 150 MHz (FWHM, ringdown time 1.05 ns). We note that the high bandwidth is necessary to be able to measure the dynamics observed at the $\approx 2.5$ ns timescale in Fig. 7.5D. The fit functions used for the data in Fig. 7.5D are convolved with the combined timing response of the cavity and the detectors.

The use of the FP cavity allows us to obtain a signal to noise ratio of $\sim 1000$ under resonant excitation. At increased detunings $\Delta$, the scattering cross section of the SiV reduces according to $\sim \frac{1}{(\Gamma/2)^2 + \Delta^2}$, where $\Gamma$ is the $|u\rangle \leftrightarrow |e\rangle$ transition linewidth. This scaling is confirmed with the measurements shown Fig. D.8A where we measure the Raman emission intensity at different detunings for a fixed laser power. The reduced scattering cross section at large detunings necessitates an increased laser power to maintain a fixed photon scattering and detection rate. The extinction ratio of the FP cavity ($\sim 10^4$ for current device) is therefore a crucial parameter that sets the practical limit on the extent of Raman tuning. With the cavity used in the experiments, we are able to tune the Raman photons by 10 GHz in each direction while maintaining a signal to noise ratio above 1 (see extended data in Fig. D.8). The tuning range
could be further extended by using a higher finesse cavity (or a second filter cavity)
or cavity-enhanced Raman scattering.

Figure D.8: (A) Raman fluorescence intensity for a fixed laser power measured at
different single photon detunings \(\Delta\). The solid line is a fit with the form \(\frac{4}{(\Gamma/4\pi)^2 + (\Delta)^2}\)
with \(\Gamma/2\pi = 440\) MHz. (B) Raman emission linewidth as a function of detuning. At all detunings, the Raman emission linewidth (blue circles) is limited by the cavity linewidth (dashed red line). When a narrow-linewidth cavity with FWHM \(\sim 30\) MHz is used to measure the Raman linewidth, the linewidth is significantly narrower (green diamond). Inset: Raman fluorescence intensity as a function of narrow-linewidth cavity frequency. The fitted Lorentzian response (solid red curve) is almost identical to the measured cavity transfer function (dashed black curve) indicating that the Raman linewidth is less than the 30 MHz cavity bandwidth. (C) Extended data for Fig. 7.4C, showing Raman tuning over 10 GHz on the red sideband.

Under off-resonant excitation with \(\Omega, \Gamma << \Delta\), the linewidth of the Raman photons is determined by the coherence between the metastable states \(|u\rangle\) and \(|c\rangle\). In this limit, it is therefore possible to achieve subnatural linewidth photons, that is, photons that are narrower than the natural spontaneous emission linewidth of 90 MHz (corresponding lifetime \(\tau_e \approx 1.8\) ns). When we measure the linewidth of the Raman photons in Fig. D.8B, we find that the linewidth is limited by the resolution of the FP cavity 180 MHz. When we use a different FP cavity with a resolution of 30 MHz, we find that the Raman linewidth is less than 30 MHz (inset of Fig. D.8B), demonstrating subnatural-linewidth Raman photon emission.


D.7 Experimental procedure for entanglement generation

To generate entanglement between two SiV centers, we perform the same Raman tuning technique simultaneously on two spatially-separated SiV centers in a single diamond waveguide. The waveguide is again adiabatically coupled to a single-mode optical fiber as described in Sec. D.2.6. The collected photons are frequency filtered (see below) and then sent to a Hanbury Brown-Twiss setup to measure the photon autocorrelation function using the detectors and electronics described in Sec. D.1. The theoretical analysis of the system will be presented in Sec. D.8.

For the photon autocorrelation measurements performed when the two SiV centers are Raman-tuned onto resonance (Fig. 7.5B, red curve in Fig. 7.5D), the Raman fluorescence from both SiV centers passes through the FP cavity (FWHM: 150 MHz, FSR: 37 GHz, Transmission: 80%), ensuring frequency indistinguishability. For the two SiVs used in the entanglement experiment, the transition frequencies $\nu_{ec}$ were detuned by about 1 GHz. The emitters were excited below saturation using two frequency stabilized lasers at single photon detunings $\Delta_1 = 1.3$ GHz for SiV1 and $\Delta_2 = 2.3$ GHz for SiV2, and the Raman emission frequencies and intensities were matched. During the course of the measurement, the Raman emission frequency for the SiV centers underwent slow spectral drifts of order 100 MHz at the $\sim 10$ minute timescale that were compensated by the frequency of the excitation lasers. In other words, effects of slow spectral diffusion were mitigated using the Raman tuning technique. The Raman emission rates into the waveguide mode from each SiV were
independently monitored to assure balanced emission. For these measurements, it is also important that the relative phase of the two driving lasers does not drift over the $\sim 10\text{ ns}$ lifetime of the entangled state (see Sec. D.8.1 for a theoretical discussion). This requirement is fulfilled by the frequency stabilization scheme described in Sec. D.1. We experimentally verify the relative phase stability of the two driving fields by performing a time-domain interference measurement (Fig. D.9). For applications where it is necessary to achieve phase stability over longer timescales, the two excitation frequencies could be generated from a single laser using electrooptical modulation.

For the autocorrelation measurements performed in the distinguishable case (Fig. 7.5C, blue curve in Fig. 7.5D), the frequencies of the Raman photons from the two SiV centers are not tuned on resonance and differ by about 1 GHz. In this measurement, we split the fluorescence from the two SiV centers using a 50/50 beamsplitter and send each path to a separate FP cavity: FP1 (FWHM: 150 MHz, FSR: 37 GHz, Transmission: 80%) is tuned to SiV1 Raman emission, FP2 (solid etalon with FWHM: 800 MHz, FSR: 20.3 GHz, Transmission: 80%) is tuned to SiV2 Raman emission. The two paths are then recombined on a second 50/50 beamsplitter and sent to two detectors to measure photon correlations.
Figure D.9: Phase stability of the two Raman excitation lasers. The two lasers are combined on a beamsplitter and the intensity correlations are measured at the two output ports. (A) When the two lasers are detuned, intensity beats are observed. For the timescales considered in the entanglement experiment (τ < 10 ns, see Fig. 7.5D), the laser beats do not decay and the relative phase of the two lasers is stable. (B) The laser beats decay at a longer timescale of ∼ 50 ns that is determined by the relative linewidths of the two lasers.

D.8 Model description for entanglement in a two-SiV system

In this Section, we analyze entanglement generation and verification for two SiV centers coupled to a waveguide. Specifically, we first use a simple model to describe the two-SiV entanglement generation process (Sec. D.8.1). We next extend this model in Sec. D.8.2 to include dissipation and show that it can be used to describe the observations reported in the main text. We next present the analyses showing how the photon correlation measurements can be used to verify entanglement generation. Specifically, in Sec. D.8.3, we derive an expression for the concurrence of the two-SiV system after emission of a single photon. We show that the concurrence is positive, demonstrating the presence of entanglement after a single photon emission. In Sec. D.8.3, we use a more specific model for our system to estimate the fidelity of
the entangled state $|B\rangle$ conditioned on detection of two photons within a short time delay. The resulting fidelity also demonstrates creation of an entangled state.

**D.8.1 Simple model**

The process of entanglement generation can be understood through a simple model of the system. The two SiVs in the waveguide can be modeled as two three-level systems in a lossy cavity as in Sec. D.5. In a proper rotating frame, the Hamilton of the system is

\[
\hat{H} = \Delta_1 |e\rangle_1 \langle e| + \Delta_2 |e\rangle_2 \langle e| + (\Omega_1 |e\rangle_1 \langle u| + \Omega_2 |e\rangle_2 \langle u| + h.c.
\]

\[
+ (g_1 |e\rangle_1 \langle c| \hat{a} + g_2 |e\rangle_2 \langle c| \hat{a} + h.c. ,
\]

where we have assumed that both Raman transitions are on resonance and defined

\[\Delta_i = \omega_{ei} - \omega_{Li}\]

where $\omega_{ei}$ is the frequency of level $|e\rangle_i$ and $\omega_{Li}$ is the frequency of the laser associated with the coupling $\Omega_i$, which we assume to be real. The photonic operator $\hat{a}$ describes the single mode field that both emitters couple to. Since we are operating in the far detuned regime, we can adiabatically eliminate the excited states, which results in an effective Hamiltonian

\[
\hat{H}_{\text{eff}} \approx -\tilde{g}_1 \hat{\sigma}^{(1)}_{uc} \hat{a} - \tilde{g}_2 \hat{\sigma}^{(2)}_{uc} \hat{a} + h.c
\]

where $\tilde{g}_i \approx \frac{\Omega_i g_i}{\Delta_i}$ and we have defined $\hat{\sigma}^{(i)}_{uc} = |u\rangle_i \langle c|$. We have neglected any shifts of the ground states due to laser and cavity couplings since we are far detuned.

To understand entanglement generation, we consider the initial state of the SiVs $|u\rangle_1 |u\rangle_2$ since this is the only state that can emit two Raman photons. The evolution
of this initial state under the above Hamiltonian is

\[ U(\epsilon) |u_1\rangle |u_2\rangle |0\rangle \approx |u_1\rangle |u_2\rangle |0\rangle + i\epsilon (\tilde{g}_1 |c_1\rangle |u_2\rangle + \tilde{g}_2 |u_1\rangle |c_2\rangle) |1\rangle , \]  
(D.19)

where \( U(t) = e^{-i\hat{H}t} \), \( |0\rangle \ (|1\rangle) \) is the vacuum (single photon) state of the waveguide mode and we have expanded the time evolution assuming that we are looking at a time \( \epsilon \ll 1/\tilde{g}_{1,2} \). In the experiment, the strength of the lasers is tuned such that \( |\tilde{g}_1| = |\tilde{g}_2| = \tilde{g} \) and we write \( g_2 = g_1 e^{i\phi} \) where \( \phi \) results from the propagation phase between the emitters in the waveguide and the relative phase of the two driving lasers. As described above, the two driving lasers are frequency stabilized such that the phase \( \phi \) is constant over timescales much longer than any other system dynamics. Under these conditions, we have

\[ U(\epsilon) |u_1\rangle |u_2\rangle |0\rangle \approx |u_1\rangle |u_2\rangle |0\rangle - \sqrt{2}i\epsilon \tilde{g} e^{i\phi} |c_1\rangle |c_2\rangle |1\rangle . \]  
(D.20)

The emission of the first photon thus prepares the SiVs in the entangled state

\[ |B\rangle = \left( |c_1\rangle |u_2\rangle + e^{i\phi} |u_1\rangle |c_2\rangle \right) / \sqrt{2}. \]  
(D.21)

This state \( |B\rangle \) is a superradiant state, which emits photons at a rate which is twice that of a single emitter in state \( |u\rangle \). This can be seen from the evolution of this state under the Hamiltonian in Eq. (D.18):

\[ U(\epsilon) |B\rangle |0\rangle \approx |B\rangle |0\rangle - \sqrt{2}i\epsilon \tilde{g} e^{i\phi} |c_1\rangle |c_2\rangle |1\rangle . \]  
(D.22)

The \( \sqrt{2} \) prefactor of \( |c_1\rangle |c_2\rangle |1\rangle \) corresponds to a factor of 2 enhancement of the emission rate compared to that of a single emitter in state \( |u\rangle \). It is this enhanced emission rate that results in the measured peak in the normalized photon correlation function \( g^{(2)} \) at zero delay time in Fig. 7.5D.
D.8.2 Detailed model

We next present a more detailed model of the waveguide experiment including various dissipation channels in order to model the time-dependent $g^{(2)}$-correlation functions. We describe the unitary dynamics using Eq. (D.17) and the dissipation in the system using the Lindblad operators defined in Eq. (D.2) for each atom. The only exception is that we now define $\hat{L}_{5,i} = \sqrt{\gamma_d} |u\rangle_i \langle u|$ because we scatter Raman photons at a large detuning ($\Delta_i \gg \gamma_u$) where the contribution from excited state dephasing can be neglected and ground state dephasing dominates. Furthermore, we assume that the two atoms have equal decay rates. Since $\Delta_i \gg \Omega_i, g_i$, we can again adiabatically eliminate the excited states, which results in the effective Hamiltonian in Eq. (D.18). The effective Lindblad operators are $\hat{L}_{3,i}$ through $\hat{L}_{6,i}$ and

$$\hat{L}_{1,i}^{\text{eff}} \approx \frac{\sqrt{\gamma_c}}{\Delta_i} (\Omega_i |c\rangle_i \langle u| + g_i |c\rangle_i \langle c| \hat{a})$$ (D.23)

$$\hat{L}_{2,i}^{\text{eff}} \approx \frac{\sqrt{\gamma_u}}{\Delta_i} (\Omega_i |u\rangle_i \langle u| + g_i |u\rangle_i \langle c| \hat{a})$$ (D.24)

Since we operate in the weak-driving regime, we can truncate the Hilbert space assuming that at most two photons are present in the system. In this case, the system can be described in a basis of the states

$$\left\{ |uu\rangle_0 , |uc\rangle_0 , |c\rangle_0 \right\} , |uu\rangle_1 , |uc\rangle_1 , |cu\rangle_1 , |cc\rangle_1 , |uu\rangle_2 , |uc\rangle_2 , |cu\rangle_2 , |cc\rangle_2 \right\},$$ (D.25)

which we label $\{|1\rangle, \ldots, |12\rangle\}$. The notation is such that $|uc\rangle_1$ denotes atomic state $|u\rangle_1 |c\rangle_2$ and one photon in mode $\hat{a}$. In this basis, we can solve the master equation for the system by adiabatically eliminating all states containing cavity photons since the cavity mode models, in this experiment a waveguide, and therefore has extremely
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fast decay. We also assume that the dynamics of the ground states \{\ket{1}, \ldots, \ket{4}\} are governed solely by the dissipative couplings between them (similar to the procedure in Sec. D.5.3) since we are in the weak driving regime and that \(|g_i|^2/(\kappa \gamma_u) \ll 1\).

Under these conditions, we find that the photon intensity correlation function can be expressed as

\[
g^{(2)}(\tau) \approx \frac{(\alpha_1 + \alpha_2)\rho_{1,1}(\tau) + \alpha_1\rho_{2,2}(\tau) + \alpha_2\rho_{3,3}(\tau) + 2\alpha_3\rho_{2,3}(\tau)}{((\alpha_1 + \alpha_2)(\rho_{1,1}^{(s)} + \rho_{2,2}^{(s)})^2},
\]

where \(\rho_{i,j} = \langle i | \rho | j \rangle\) and \(\rho^{(s)}\) denotes the steady state density matrix of the system and \(\rho = \hat{a} \rho^{(s)} \hat{a}^\dagger\). The matrix elements and constants are defined in Sec. D.9.3. The peak in the \(g^{(2)}\) function at zero time-delay originates from the coherence \(\alpha_3\rho_{2,3}(\tau)\) between the two ground states. This is consistent with the simple model description in Sec. D.8.1: If the laser strengths are tuned such that \(\left| \frac{\Omega_1 g_1}{\Delta_1} \right| = \left| \frac{\Omega_2 g_2}{\Delta_2} \right|\) and \(g_2 = g_1 e^{i\phi}\) then \(\rho_{1,1}(0) = 0\) and \(\alpha_1\rho_{2,2}(0) = \alpha_2\rho_{3,3}(0) = \alpha_3\rho_{2,3}(0)\), which means that the peak is a result of the enhanced emission rate of the entangled state \(\ket{B}\). The coherence \(\rho_{2,3}(\tau)\) decays with a rate \(\Gamma \approx \gamma_{cu} + \gamma_{uc} + \gamma_d\), which determines the width of the peak. We note that under the continuous driving used in our experiment, the optical pumping rate out of state \(\ket{u}\) determines the lower limit on this decoherence rate.

Eq. (D.26) corresponds to the ideal limit where no noise photons, e.g. originating from scattering of laser light, are detected. The effect of noise photons changes the correlation function into

\[
g_{\text{noise}}^{(2)}(\tau) \approx g^{(2)}(\tau) + \frac{(2 + p_n)p_n}{(1 + p_n)^2},
\]

where \(p_n\) is the relative rate (odds) of detecting noise photons compared to Raman photons and we have assumed that the noise photons are completely classical and
Figure D.10: Comparison of model (solid red curve) to data (black points) using the following parameters (defined in Eq. (D.2)): \( \{\Delta_1, \Delta_2, \gamma_{cu}, \gamma_{uc}, \gamma_{uu}, \Omega_1, \Omega_2\} = \{22, 14, 0.10, 0.06, 0.66, 0.23, 0.15\} \times \gamma_0 \) with \( \gamma_0 = 2\pi \times 94 \text{MHz} \). The model has been convolved with a Gaussian to account for the finite detector jitter present in the experiment. Of these parameters, \( \Delta_1, \Delta_2 \) and the odds of detecting a noise photon \( p_n = 0.09 \) are fixed based on single-photon detunings and single SiV \( g^{(2)} \) measurements; the other parameters are estimated by fitting the data to the model under conservative physical constraints. The data correspond to the red curve in Fig. 5D in the main text.

uncorrelated. The results of this model are in good agreement with the measured data as shown in Fig. D.10. The solid curves in Fig. 7.5D are a simple phenomenological model assuming exponential decay with a single timescale for the distinguishable and single-SiV cases and two timescales for the indistinguishable case. All models are convolved with the (independently measured) temporal response of the cavity and photon detectors.

### D.8.3 Entanglement analysis

We verify entanglement generation through the two-photon correlation function of the emitted field from the SiVs. The SiVs are excited by weak continuous-wave lasers and the corresponding emitted field is a stationary field such that the photon
correlation function of the field can be written as

\[ g^{(2)}(\tau) = \frac{\text{tr} \hat{A}^\dagger \hat{A}^\dagger(\tau) \hat{A}(\tau) \hat{A}\rho}{\text{tr} \hat{A}^\dagger \hat{A}^2\rho} = \frac{\text{tr} \hat{A}^\dagger \hat{A} e^{\mathcal{L}\tau} \left[ \hat{A}\rho \hat{A}^\dagger \right]}{\text{tr} \hat{A}^\dagger \hat{A}^2\rho} \] (D.28)

\[ = \frac{\text{tr} \hat{A}^\dagger \hat{A} \tilde{\rho}(\tau)}{\text{tr} \hat{A}^\dagger \hat{A}\rho}, \] (D.29)

where \( \hat{A} = \hat{A}(0) \) is the annihilation operator of the field and \( \rho \) is the density matrix describing the stationary field, i.e. the steady state density matrix of the system. We have defined \( \tilde{\rho}(\tau) \) as the conditional density matrix at time \( \tau \) with initial condition \( \tilde{\rho}(0) = \frac{1}{\text{tr} \hat{A}^\dagger \hat{A}\rho} \hat{A}\rho \hat{A}^\dagger \) and time evolution described by some Lindblad super-operator \( \mathcal{L}\tau \). \( \tilde{\rho}(\tau) \) thus describes the state of the system at time \( \tau \) conditioned on having emitted a photon at time \( \tau = 0 \). Note that in the experiment, the photon is detected with a fixed time delay after being emitted into into the waveguide. However, the detection still heralds that the photon was emitted into the waveguide at the earlier time. The photon correlation function \( g^{(2)}(\tau) \) thus directly probes the ratio between photon emission from the conditionally prepared state after emission of a photon into the waveguide and the stationary state \( \rho \).

**Concurrence**

The degree of entanglement of an arbitrary two qubit state can be quantified by the concurrence of the corresponding density matrix, \( C(\rho) \) [235]. All separable states have \( C(\rho) = 0 \) while a maximally entangled state has \( C(\rho) = 1 \). Following the procedure of Ref. [236], we derive a lower bound on the concurrence of the state of the two SiVs conditioned on a photon emission into the waveguide. We show that the concurrence is positive, demonstrating the presence of entanglement after a single photon emission.
As a general model for the SiVs, we describe them as qubits with states $|c\rangle$ and $|u\rangle$ where a photon can be emitted from state $|u\rangle$ with some fixed probability while $|c\rangle$ is dark. Let $p_{u,i}^{(0)}$ be the probability of the $i^{th}$ SiV to be in state $|u\rangle$ in the steady state. According to Eq. (D.29), the corresponding single SiV photon correlation function can then be written as

$$g_i^{(2)}(\tau) = \frac{p_{u,i}(\tau)}{p_{u,i}^{(0)}},$$

where $p_{u,i}(\tau)$ is the probability of the SiV to be in state $|u\rangle$ time $\tau$ after the emission of the first photon. If both SiVs are continuously excited, we can write the density matrix following the emission of a photon as

$$\tilde{\rho} = \begin{pmatrix} p_{cc} & 0 & 0 & 0 \\ 0 & p_{uc} & d & 0 \\ 0 & d^* & p_{cu} & 0 \\ 0 & 0 & 0 & p_{uu} \end{pmatrix},$$

in the basis $\{|cc\rangle, |cu\rangle, |uc\rangle, |uu\rangle\}$. Here, $p_{cu}$ is the (time-dependent) probability of the first SiV being in state $|c\rangle$ and the second SiV being in state $|u\rangle$, and so on. Note that we have assumed there is no coherence in the system except between states $|cu\rangle$ and $|uc\rangle$. This assumption gives a lower bound on the actual amount of entanglement in the system since any coherences could be removed with local operations on the SiVs and classical communication, which can never increase the amount of entanglement as described in Ref. [236]. The concurrence of the conditional density matrix is [236]

$$C(\tilde{\rho}) = \max (2 |d| - 2\sqrt{p_{cc}p_{uu}}, 0).$$

We assume that the two SiVs are completely uncorrelated in the steady state before a photon emission and that we are detecting a mode $\hat{A} \sim \hat{S}_1 + e^{i\phi}\hat{S}_2$, where $\hat{S}_i$ is the
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operator associated with emission of a photon from the \(i\)th SiV. The \(g^{(2)}\) function can then be written as

\[
g^{(2)}(\tau) = \frac{p_{cu} + p_{uc} + 2|d|\cos(\theta - \phi) + 2p_{uu}}{p_{u,1}^{(0)} + p_{u,2}^{(0)}}, \quad (D.33)
\]

where we have written the coherences as \(d = |d|e^{i\theta}\). From this, we obtain a lower bound on the coherences

\[
2|d| \geq \left| g^{(2)}_{\text{indist}}(\tau) \left( p_{u,1}^{(0)} + p_{u,2}^{(0)} \right) - 1 - p_{uu} + p_{cc} \right|, \quad (D.34)
\]

where we have used that \(p_{uc} + p_{cu} = 1 - p_{cc} - p_{uu}\). The diagonal elements \(p_{uu}\) and \(p_{cc}\) can be obtained from the single-SiV \(g^{(2)}_{i}\) functions as

\[
p_{uu} = \frac{p_{u,1}^{(0)}p_{u,2}^{(0)}}{p_{u,1}^{(0)} + p_{u,2}^{(0)}} \left( p_{u,1}(\tau) + p_{u,2}(\tau) \right) = \frac{p_{u,1}^{(0)}p_{u,2}^{(0)}}{p_{u,1}^{(0)} + p_{u,2}^{(0)}} \left( g^{(2)}_{1}(\tau)p_{u,1}^{(0)} + g^{(2)}_{2}(\tau)p_{u,2}^{(0)} \right), \quad (D.35)
\]

and

\[
p_{cc} = \frac{1}{p_{u,1}^{(0)} + p_{u,2}^{(0)}} \left( p_{c,1}(\tau)p_{c,2}^{(0)}p_{u,1}^{(0)} + p_{c,2}(\tau)p_{c,1}^{(0)}p_{u,2}^{(0)} \right) = \frac{1}{p_{u,1}^{(0)} + p_{u,2}^{(0)}} \left( (1 - g^{(2)}_{1}(\tau)p_{u,1}^{(0)})(1 - p_{u,2}^{(0)})p_{u,1}^{(0)} + (1 - g^{(2)}_{2}(\tau)p_{u,2}^{(0)})(1 - p_{u,1}^{(0)})p_{u,2}^{(0)} \right), \quad (D.37)
\]

where we have used that \(p_{c,i}^{(0)} = 1 - p_{u,i}^{(0)}\) and \(p_{c,i} = 1 - p_{u,i}\). Combining Eqs. (D.34)-(D.36) with Eq. (D.32) gives a lower bound on the concurrence. For the experiment, the photon detection rates from the SiVs were balanced such that \(p_{u,1}^{(0)} = p_{u,2}^{(0)} = p_{u}^{(0)}\) and the lower bound becomes

\[
C(\bar{\rho}) \geq \max \left( 0, \left| 2g^{(2)}_{\text{indist}}(\tau)p_{u}^{(0)} - \frac{1}{2} \left( 2 + g^{(2)}_{1}(\tau) + g^{(2)}_{2}(\tau) \right) p_{u}^{(0)} \right| \right.

- \left. p_{u}^{(0)} \sqrt{\left( g^{(2)}_{1}(\tau) + g^{(2)}_{2}(\tau) \right) \left( 2 - (g^{(2)}_{1}(\tau) + g^{(2)}_{2}(\tau))p_{u}^{(0)} \right) (1 - p_{u}^{(0)})} \right), \quad (D.38)
\]
We estimate the concurrence generated in our experiment by directly evaluating Eq. (D.38) using experimentally measured values of $g^{(2)}(\tau)$ at short time delays $\tau \sim 0$ (Fig. 7.5). We estimate the error assuming the photon count rates follow a Poisson distribution. (This assumption has been verified via similar measurements on the same apparatus). By taking the thermal distribution at 4 K and measured saturation associated with weak optical pumping during the measurement into account, we obtain a lower bound of $p_u^{(0)} \geq 0.34$ for each SiV in steady state. From fits of the autocorrelation functions shown in Fig. 7.5D, we obtain the concurrence $C(\tau = 0) > 0.090 (0.024)$ demonstrating entanglement generation in the system. Around $\tau = 0$ the concurrence is fairly insensitive to this window size and is positive for window sizes up to 8 ns. All uncertainties given in parentheses here and throughout the manuscript are the one-standard-deviation level. Note that the extracted value of concurrence is limited by imperfect initial state preparation of the SiV centers. This can be circumvented by either working with the pulsed excitation or via post-selection as discussed in the following section.

**Conditional fidelity estimate**

The lower bound on the concurrence extracted above verifies that entanglement is created by emission of the first photon into the waveguide. In order to relate this entanglement to the theoretical model presented previously, we now estimate the fidelity of the conditional state with state \(|B\rangle\) given that a second photon is detected at a time $\epsilon$ after the first. Here, $\epsilon$ is much shorter than the decoherence rate of the ground states, which ensures that any dynamics of the conditional state can be
neglected and we therefore post-select on events where the initial state of the SiVs was $|uu\rangle$ to good approximation.

While the measurement of the correlation function of a single SiV individually shows a strong anti-bunching at $\tau = 0$ (orange curve in Fig. 7.5D), the correlation functions do not completely vanish as expected for an ideal single photon source. What is detected is therefore not only the field from the Raman transition of the SiV but also noise photons originating primarily from the scattering of frequency-distinguishable laser light. From the single-emitter $g_i^{(2)}$ functions, we can estimate the ratio, $p_{n,i}$ between the detection rate of noise photons and Raman photons assuming that the noise photons are classical and uncorrelated. From Eq. (D.27), we find that

$$g_i^{(2)}(0) = \frac{p_{n,i}(2 + p_{n,i})}{(1 + p_{n,i})^2}, \quad (D.39)$$

which for the measured single emitter $g^{(2)}$ functions of $g_1^{(2)}(0) = g_2^{(2)}(0) = 0.16(3)$ gives $p_{n,1} = p_{n,2} = p_n = 0.09(2)$.

To calculate the $g^{(2)}$ function when both emitters are excited, we assume that the emitters are completely uncorrelated in the steady state. Consequently, the rate of Raman photons $\gamma_R$ is simply the sum of the Raman photon rates from the single emitters in the steady state. Furthermore, the rate of noise photons $\gamma_{\text{noise}}$ is also assumed to be the sum of the noise photon rates for the single emitters. In the experiments, the photon detection rate from the two emitters was balanced, which means that the ratio between the detection rate of Raman photons and noise photons is still $p_n$. The total rate of photons from the steady state can thus be written as

$$\gamma_{\text{total}} = \gamma_R + \gamma_{\text{noise}} = 2\gamma_r p_u^{(0)} (1 + p_n),$$

where we have written the single emitter Raman photon rate as $\gamma_r p_u^{(0)}$ where $p_u^{(0)}$ is the steady state probability of an emitter to be in
The conditional density matrix upon emission of the first photon can be parameterized as
\[
\tilde{\rho} = \frac{1}{1 + p_n} \left( \rho_u^{(0)} \tilde{F} |B\rangle \langle B| + (1 - \rho_u^{(0)} \tilde{F}) \rho_d \right) + \frac{p_n}{1 + p_n} \rho, \tag{D.40}
\]
where \(\rho\) is the steady state density matrix of the SiVs and \(\rho_d\) describes all states that cannot emit Raman photons, i.e. \(|cc\rangle\) and \(|D\rangle = \frac{1}{\sqrt{2}} (|uc\rangle - e^{i\phi} |cu\rangle)\). The first term proportional to \(\frac{1}{1 + p_n}\) can be viewed as the conditional density matrix if the first detected photon was a Raman photon while the second term proportional to \(\frac{p_n}{1 + p_n}\) is where the first detected photon was a noise photon. This conditional density matrix results in a \(g^{(2)}\) function
\[
g^{(2)}(0) = \frac{\tilde{F} + p_n(2 + p_n)}{(1 + p_n)^2}. \tag{D.41}
\]
\(\tilde{F}\) can thus be extracted from the measured value of \(g^{(2)}(0)\) in Fig. 7.5D. \(\tilde{F}\) can be viewed as the fidelity with state \(|B\rangle\) if the two SiVs were initially in state \(|uu\rangle\).

In the \(g^{(2)}\) measurements, we postselect for experimental runs that result in a two-photon coincidence. For these runs, the overlap with state \(|B\rangle\) after the emission of the first photon is then given by \(F = \rho_{uu}^{(c)} \tilde{F}\), where \(\rho_{uu}^{(c)}\) is the probability of the initial state being \(|uu\rangle\) given that we detected the second photon \(\epsilon\) after the first photon. This probability can be bounded from below by the relative rate of detecting two Raman photons compared to the total rate of detecting two photons. From Eq. (D.40), we find that this is
\[
p_{uu}^{(c)} \geq \frac{\frac{1}{1 + p_n} 2 \tilde{F} \rho_u^{(0)} \gamma_s}{\frac{1}{1 + p_n} 2 \tilde{F} \rho_u^{(0)} \gamma_s + 2 p_n \rho_u^{(0)} \gamma_s + \frac{p_n}{1 + p_n} 2 \gamma_s \rho_u^{(0)}} = \frac{\tilde{F}}{\tilde{F} + (2 + p_n)p_n}. \tag{D.42}
\]
Consequently, we find a lower bound on the fidelity of the conditional state

\[
F \geq \frac{(g(2)(0)(1 + p_n)^2 - p_n(2 + p_n))^2}{g(2)(0)(1 + p_n)^2}. \tag{D.43}
\]

From the measured value of \(g(2)(0) = 0.98(5)\), we obtain \(F \geq 82(7)\%\).

## D.9 Analytical expressions for density matrix elements

### D.9.1 Steady-state density matrix expressions

The analytical expression for the matrix elements \(\rho_{i,j}^{(s)} = \langle i | \rho^{(s)} | j \rangle\) in Sec. D.5.2 are given by:

\[
\rho_{1,1}^{(s)} \approx \frac{1}{A + B/C} \tag{D.44}
\]

\[
\rho_{2,2}^{(s)} \approx \frac{-4 \xi g \rho_{1,1}^{(s)}}{C} \times (16 \xi^2 g^2 - \kappa((4 \Delta^2 + \kappa^2)(\gamma_c + \gamma_u) + 4 g^2(\kappa + \gamma_c + \gamma_u)))(4 g^2 + \kappa(2 i \Delta_e + \Gamma)) \tag{D.45}
\]

\[
\rho_{3,3}^{(s)} \approx \frac{\gamma_u \rho_{2,2}^{(s)} + \gamma_{uc} \rho_{1,1}^{(s)}}{\gamma_{cu}} \tag{D.46}
\]

\[
\rho_{4,4}^{(s)} \approx \frac{4 \xi^2 \rho_{1,1}^{(s)}}{C} \left(16 \Delta^4 \kappa(\gamma_c + \gamma_u) + (4 g^2 + \kappa \Gamma)(16 \xi^2 g^2 + \kappa(4 g^2(\gamma_d + \gamma_{uc}) + \kappa(\gamma_c + \gamma_u)\Gamma)) + 4 \Delta_e^2 \kappa(\gamma_c + \gamma_u)(\kappa^2 + \Gamma^2) + 4 \Delta_e^2(-16 \xi^2 g^2 + 4 g^2(\kappa^2 + (\kappa + \Gamma)(\gamma_c + \gamma_u))) \right) \tag{D.47}
\]
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\[ \rho_{5,5} \approx \frac{4 \xi^2}{\kappa^2} \rho_{2,2} \]  \quad (D.49)

\[ \rho_{6,6} \approx \frac{4 \xi^2}{\kappa^2} \rho_{3,3} \]  \quad (D.50)

\[ \rho_{7,7} \approx \frac{4 \xi^2}{\kappa^2} \rho_{4,4} + 4 g^2 \rho_{5,5} - \frac{8}{27 \kappa^4} \left( -9 \xi^4 \rho_{1,1} + 45 \xi^2 g(\rho_{1,2} + \rho_{2,1}) ight. \\
\left. + 12 \xi^2 g^2 (-9 \rho_{2,2} + 7 \rho_{4,4}) + 2 g^2 (\Delta_e^2 + 3 g^2) \rho_{5,5} \right) + \frac{392 i \Delta_e \xi^2 g}{9 \kappa^5} (\rho_{1,2} - \rho_{2,1}) \]  \quad (D.51)

\[ \rho_{8,8} \approx \frac{6 \xi^2}{3 \kappa^2} \rho_{6,6}. \]  \quad (D.52)

where we have defined

\[ A = \frac{\gamma_{cu} + \gamma_{uc}}{\gamma_{cu}} + \left( \frac{8 \xi^4 + 4 \xi^2 \kappa^2}{\kappa^4} \right) \frac{\gamma_{uc}}{\gamma_{cu}} \]  \quad (D.53)

\[ B = \frac{16 g^2 \xi^2}{3 \kappa^3 \gamma_{cu}} \left( 24 \xi^4 \gamma_{u} + 3 \kappa^4 (\gamma_{cu} + \gamma_{u}) + 4 \xi^2 (4 g^2 \gamma_{cu} + 3 \kappa^2 (\gamma_{cu} + \gamma_{u})) \right) (\kappa + \Gamma)(4 g^2 + \kappa \Gamma) \\
+ \left( \frac{4 \xi^2 + 16 \xi^4}{3 \kappa^2} \right) \left( 16 \Delta_e^4 \kappa (\gamma_{c} + \gamma_{u}) + (4 g^2 + \kappa \Gamma) (16 \xi^2 g^2 + \kappa (4 g^2 (\gamma_{d} + \gamma_{uc}) + \kappa (\gamma_{c} + \gamma_{u}) \Gamma)) \\
+ 4 \Delta_e^2 (-16 \xi^2 g^2 + 4 g^2 (\kappa^2 + (\kappa + \Gamma) (\gamma_{c} + \gamma_{u})) + \kappa (\gamma_{u} + \gamma_{c}) (\kappa^2 + \Gamma^2)) \right) \]  \quad (D.54)

\[ C = -16 \xi^2 g^2 (4 \Delta_e^2 \kappa^2 + (4 g^2 - \kappa^2) (4 g^2 + \kappa \Gamma)) \\
+ \kappa ((4 \Delta_e^2 + \kappa^2) (\gamma_{c} + \gamma_{u}) + 4 g^2 (\kappa + \gamma_{c} + \gamma_{u})) (4 \Delta_e^2 \kappa^2 + (4 g^2 + \kappa \Gamma)^2). \]  \quad (D.55)

**D.9.2 Coefficients in the expressions for the time-dependent density matrix elements**

Here, we give explicit expressions for the coefficients \( a_i, b_i, A_i, B_i \) and \( C_i \) in the time-dependent density matrix elements described in Sec. D.5.3:
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\[ A_1 = -\frac{a_2}{a_1 + i\Delta_e}, \quad C_1 = \frac{1}{\kappa^2 + 4g^2} \left( 4\xi^2\alpha - 4\xi g (A_1 + A_1^*) + 4g^2B_1 \right), \] (D.56)

\[ A_2 = -\frac{a_3}{a_1 + i\Delta_e + \tilde{\gamma}}, \quad C_2 = \frac{1}{\kappa^2 + 4g^2} \left( 4\xi^2\beta - 4\xi g (A_2 + A_2^*) + 4g^2B_2 \right), \] (D.57)

\[ A_3 = (-A_1 - A_2 + \rho_{1,2}(0)) e^{i\Delta_et}, \quad C_3 = \frac{1}{\kappa^2 + 4g^2} \left( -4\xi g (A_3 + A_3^*) + 4g^2B_3 \right), \] (D.58)

\[ B_1 = \frac{2a_1a_2b_2}{b_1(a_1^2 + \Delta_e^2)} - \frac{b_3}{b_1}, \quad C_4 = \frac{4g^2}{\kappa^2 + 4g^2} B_4, \] (D.59)

\[ B_2 = \frac{- (a_1^2 + \Delta_e^2) b_4 + a_1a_3b_2}{(b_1 + \tilde{\gamma}) (\Delta_e^2 + (a_1 + \tilde{\gamma})^2)} - \frac{(b_4(2a_1 + \tilde{\gamma}) - 2a_3b_2)(\tilde{\gamma})}{(b_1 + \tilde{\gamma}) (\Delta_e^2 + (a_1 + \tilde{\gamma})^2)}, \quad B_4 = -(B_1 + B_2) + \rho_{2,2}(0) \]

\[ B_3 = 2\Re \left[ \frac{b_2}{a_1 + i\Delta_e - b_1} A_3 e^{-i\Delta_et} \right], \] (D.60)

and

\[ b_1 = -\gamma_c - \gamma_u - \frac{4g^2\kappa}{\kappa^2 + 4g^2}, \quad a_1 = -\frac{\gamma_u + \gamma_c + \gamma_d + \gamma_{uc} - 2g^2}{2}, \] (D.62)

\[ b_2 = \frac{2\xi g}{\kappa} - \frac{16g^3\xi}{\kappa(\kappa^2 + 4g^2)}, \quad a_2 = \frac{2g\xi}{\kappa} \alpha, \] (D.63)

\[ b_3 = \frac{16\xi^2 g^2}{\kappa(\kappa^2 + 4g^2)} \alpha, \quad a_3 = \frac{2g\xi}{\kappa} \beta, \] (D.64)

\[ b_4 = \frac{16\xi^2 g^2}{\kappa(\kappa^2 + 4g^2)} \beta. \] (D.65)
D.9.3 Coefficients and matrix elements for the two-SiV model

The constants and matrix elements appearing in Sec. D.8.2 are defined as

\[ \alpha_1 = \frac{4 |g_1|^2 |\Omega_1|^2}{\Delta_1^2 \kappa^2}, \]
\[ \alpha_2 = \frac{4 |g_2|^2 |\Omega_2|^2}{\Delta_2^2 \kappa^2}, \]
\[ \alpha_3 = \frac{4 g_1^* g_2 \Omega_1^2 \Omega_1}{\Delta_1 \Delta_2 \kappa^2}, \]
\[ \rho_{2,2}^{(s)} \approx \frac{\gamma_{uc} \gamma_{cu}}{(\gamma_{uc} + \gamma_{cu})^2}, \]
\[ \rho_{1,1} \approx \beta_1 (1 - e^{-\tilde{\gamma} \tau}), \]
\[ \rho_{3,3} \approx \beta_2 + e^{-\tilde{\gamma} \tau} \beta_4, \]
\[ \rho_{2,2} \approx \beta_2 + e^{-\tilde{\gamma} \tau} \beta_3, \]
\[ \rho_{2,3} \approx \alpha_3 \rho_{1,1} e^{-\Gamma \tau}, \]

where

\[ \tilde{\gamma} = \gamma_{cu} + \gamma_{uc}, \]
\[ \Gamma = \tilde{\gamma} + \gamma_d. \]

\[ \beta_1 = (\alpha_1 + \alpha_2) (\rho_{1,1}^{(s)} + \rho_{2,2}^{(s)}) \rho_{1,1}^{(s)}, \]
\[ \beta_2 = (\alpha_1 + \alpha_2) (\rho_{1,1}^{(s)} + \rho_{2,2}^{(s)}) \rho_{2,2}^{(s)}, \]
\[ \beta_3 = -\alpha_1 \rho_{2,2}^{(s)} (\rho_{1,1}^{(s)} + \rho_{2,2}^{(s)}) + \alpha_2 \left( (\rho_{1,1}^{(s)})^2 - (\rho_{2,2}^{(s)})^2 + \rho_{1,1}^{(s)} (\rho_{2,2}^{(s)} + \rho_{4,4}^{(s)}) \right), \]
\[ \beta_4 = -\alpha_2 \rho_{2,2}^{(s)} (\rho_{1,1}^{(s)} + \rho_{2,2}^{(s)}) + \alpha_1 \left( (\rho_{1,1}^{(s)})^2 - (\rho_{2,2}^{(s)})^2 + \rho_{1,1}^{(s)} (\rho_{2,2}^{(s)} + \rho_{4,4}^{(s)}) \right). \]
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