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Abstract

The nitrogen-vacancy (NV) center in diamond has emerged as a versatile atom-like system, finding diverse applications at both ambient and cryogenic temperatures. At room temperature, the NV center’s spin-triplet electronic ground state has a long coherence time and can be read out and initialized using nonresonant optical excitation, which has enabled a wide range of metrology and quantum information applications. At cryogenic temperatures, the NV center exhibits a variety of narrow, atom-like optical transitions, which has made the NV center a promising platform for quantum optics applications. We use coherent optical manipulation of the NV center at cryogenic temperatures to probe its internal dynamics and aspects of its interactions with its environment.

First, we investigate the intersystem crossing (ISC) process, which is a spin-dependent nonradiative decay mechanism that enables the electronic spin state to be optically initialized and read out at room temperature. We measure the ISC rates from different excited states as well as the rate at which interactions with phonons redistribute population between these states. Based on these measurements, we develop a theoretical model that unifies the phonon-induced mixing and ISC mechanisms. We
find that our model is in excellent agreement with experiment and that it can be used to predict unknown elements of the NV center’s electronic structure.

Second, we investigate a novel method of using coherent optical manipulation of the NV center’s electronic spin to control a nearby nuclear spin. Coherent interactions between the NV center and nearby nuclear spins have enabled the development of NV center-based, multi-qubit quantum registers, but these techniques have generally required the application of microwave or radio-frequency radiation. We demonstrate control of the nuclear spin using an all-optical Raman technique and theoretically evaluate the extent to which the intrinsic physics of the NV center limits the coherence of this Raman-based manipulation technique.
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Chapter 1

Introduction and Summary

1.1 Control of Single Quantum Systems

In order to control a quantum system, one must develop techniques to isolate single quantum systems from their environment and to coherently manipulate their internal state. These systems must be isolated from their environment to ensure that their internal state has a long coherence time and the manipulate techniques must be robust to ensure that their internal state can be precisely controlled. Once these conditions are met, one can begin engineering interactions with the quantum system that enable interesting applications. Engineering interactions between a quantum system and its environment enables that system to perform precise measurements on that environment, while engineering interactions between multiple copies of a quantum system enables the development of scalable quantum computation or communication architectures.

Perhaps the canonical example of a controllable quantum system is the trapped
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atom. Neutral or charged atoms can be robustly trapped and cooled using a combination of optical, magnetic, electrostatic, and RF techniques. Excellent isolation from their environment has enabled single trapped atoms to exhibit coherence times of tens of seconds [1, 2] and an extremely robust suite of manipulation techniques has been developed over the past few decades. These capabilities have placed atomic systems at the forefront of demonstrations of quantum computation architectures, to name only one research direction, but it is difficult to scale these applications to more than a few tens of atoms while maintaining robust atom-by-atom control [3, 4] and atoms can only interact directly, via Coulomb [5] or dipolar coupling [6, 7], over a short range.

Conversely, photons are the ideal quantum system for transmitting a quantum state over long distances. Photons can be transmitted over long distances through free space or optical fibers without significant loss of decoherence, which has recently enabled the teleportation of a quantum state over optical fiber networks spanning several kilometers [8, 9], as well as the generation of entanglement over a distance of 1200 km via satellite and teleportation of a quantum state to that satellite [10, 11]. However, it is challenging to engineer strong interactions between photons, and these interactions are often mediated by precisely controlled atomic quantum systems [12–18].

A third option is atom-like defects in a solid-state medium. The inherent advantages and disadvantages of solid-state systems stem, of course, from the fact that these quantum systems are permanently embedded within a solid host material. This material can be machined precisely, which enables the permanent integration of these
systems into nanofabricated photonic structures [19–21]. This approach can, in principle, be scaled up to chip-scale arrays of quantum systems that are permanently coupled to their photonic collection channels.

The tradeoff, however, is that the characteristics of the host material may limit the homogeneity and performance of these solid-state quantum systems. The host material is not perfectly inert but rather has its own electrical, magnetic, and structural properties, which might not be constant either throughout time or throughout the material. The energy levels and other properties of each quantum system depend, to some extent, on the properties of its local environment, so the variations in these material properties may lead to variations in the quantum systems. There might be some inhomogeneous distribution of transition frequencies or other properties within a population of systems or within a single system from day to day, which might require some method of active tuning. Alternatively, the transition frequencies of a single system might change from one run of the experiment to the next, a process known as spectral diffusion, or even within a single run of the experiment, which might induce decoherence of the system’s quantum state.

These interactions between a quantum system and its environment, if understood well, can also prove to be an asset. In this dissertation, we will discuss one particular solid-state quantum system, the nitrogen-vacancy (NV) center in diamond, and the implications of some of the ways in which it interacts with its environment.
1.2 The Nitrogen-Vacancy Center in Diamond

The NV center in diamond has emerged as a versatile atomlike system, finding diverse applications in metrology and quantum information science at both ambient and cryogenic temperatures. We recommend the work of Marcus Doherty for a comprehensive overview of the NV center’s properties and historical development [22], and for detailed theoretical descriptions of the overall level structure [23] and the physics of the ground state [24]. We also recommend the work of Jero Maze for a detailed description of the overall level structure that is more grounded in a group theoretical approach [25]. We will give a brief overview of the relevant physics and discuss a few of the NV center’s applications here.

1.2.1 Level Structure

The NV center is a point defect of $C_{3v}$ symmetry that consists of a substitutional nitrogen atom adjacent to a vacancy in the diamond lattice. In the negative charge state, six electrons occupy the four dangling $sp^3$ orbitals of the nitrogen and the vacancy’s three nearest-neighbor carbon atoms [23, 25]. The four $sp^3$ atomic orbitals linearly combine to form four symmetry-adapted molecular orbitals ($a_0^1$, $a_1$, $e_x$, $e_y$), such that the ground electronic configuration is $a_0^2 a_1^2 e^2$.

The ground electronic state (labeled $^3A_2$) is an orbital-singlet, spin-triplet manifold (see Fig. 3.1 for the NV center’s electronic structure). Within $^3A_2$, there is a doublet of states with $m_s = \pm 1$ spin projection along the N-V axis (labeled $|\pm 1\rangle$) located 2.87 GHz above one state with $m_S = 0$ (labeled $|0\rangle$). The ground electronic configuration also contains an orbital-singlet, spin-singlet state $|^1A_1\rangle$ that is higher
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in energy than the orbital-doublet, spin-singlet states $|^{1}E_{1,2}\rangle$. The $|^{1}A_{1}\rangle$ and $|^{1}E_{1,2}\rangle$ singlet states are coupled by an optical transition with a zero-phonon line (ZPL) at 1042 nm [26].

The first excited electronic configuration ($a_{1}^{2}a_{1}e_{3}$) consists of the optical excited orbital-doublet, spin-triplet manifold $^{3}E$, as well as the orbital doublet, spin-singlet states $|^{1}E_{x,y}\rangle$. The $^{3}E$ manifold is coupled to the $^{3}A_{2}$ ground state manifold by an optical transition with a ZPL at 637 nm. The two orbital states and three spin states of the $^{3}E$ manifold combine to give a total of six fine structure states: two (labeled $|E_{x}\rangle$ and $|E_{y}\rangle$) have zero spin angular momentum projections, while the other four (labeled $|A_{1}\rangle$, $|A_{2}\rangle$, $|E_{1}\rangle$, and $|E_{2}\rangle$) are entangled states of nonzero spin and orbital angular momentum projections.

1.2.2 Room-Temperature Properties

At room temperature, the NV center’s defining feature is its spin-triplet ground state, which has a splitting of 2.87 GHz between the $|0\rangle$ and $|\pm 1\rangle$ states (at zero magnetic field) and can have a coherence time of more than 1 ms at room temperature [27]. The electronic spin state can be both initialized and read out using nonresonant optical illumination and can be manipulated coherently using standard microwave techniques. The energy differences between the three states are sensitive to magnetic and electric fields, temperature, crystal strain, and hyperfine coupling to nearby nuclear spins [24], which has given NV center broad appeal as a sensor—e.g. for nanoscale, biocompatible thermometry [28], magnetometry [29], pressure sensing [30], and electric field sensing [31]. Because of the hyperfine interactions with nearby
nuclear spins, NV centers also have the potential to serve as quantum registers featuring high-fidelity quantum gates [32] and second-long coherence times [33].

The NV center’s room-temperature characteristics illustrate some of the important ways in which interactions with its environment influence the NV center. Coupling with phonons, which are quantized vibrations of the diamond lattice, causes fast averaging over the orbital degree of freedom in the NV center’s $^3E$ excited state manifold. This orbital averaging enables the $^3E$ manifold to be treated as an effective spin-triplet, orbital-singlet system at room temperature, which substantially simplifies the theoretical picture [34, 35]. Crucially, interactions with lattice phonons also allow nonresonant optical excitation of the NV center and enable researchers to use that optical excitation to both initialize and read out the electronic spin. These various electron-phonon interactions are the subject of Chs. 2 and 3.

The ground state’s coherence time is, however, limited by interactions with nuclear spins, specifically the $^{13}$C nuclear spins that constitute 1.1% of the nuclei in a natural-abundance diamond lattice [36]. This decoherence can be avoided by using an isotopically purified diamond that has very few $^{13}$C nuclei [27], but these nuclear spins can also be used as a resource. As we discuss in more detail in Ch. 4, nuclear spins generally have long coherence times [33] and can be read out through their coupling to the NV center’s electronic spin [37], which has led to demonstrations of multi-qubit quantum registers consisting of the NV center’s electronic spin as well as one or more nuclear spins [38–41].

Interestingly, when NV centers are present at a sufficiently high density, dipolar interactions between the NV centers themselves can cause substantial depolarization
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[42]. Here also, the disorder arising from a high concentration of NV centers that are coupled by dipolar interactions has been turned into a resource for probing interesting new physics. Specifically, it has been observed that these disordered interactions can slow the thermalization of a polarized ensemble of these high-density NV centers, an effect known as many-body localization [43], and can give rise to “time-crystalline” behavior, in which a periodically driven system exhibits temporal correlations at integer multiples of the driving period [44]. In order to observe these effects in a system of trapped ions [45, 46], a disordered potential had to be deliberately projected onto the string of ions, illustrating how the interactions that are intrinsic to a solid-state system can, if understood well, serve as a valuable resource.

1.2.3 Cryogenic Properties

At cryogenic temperatures, the phononic processes that lead to orbital averaging within the $^3E$ excited state manifold are suppressed, with the result that narrow, atom-like optical transitions can be driven between the $^3A_2$ ground state and $^3E$ excited states. Due to the several interactions that determine the $^3E$ manifold’s fine structure, which are described in more detail in Ch. 5, these optical transitions can have a variety of properties. They can be either cycling or $\Lambda$ transitions, wherein one or two ground states, respectively, are coupled to the same excited state, and they can be relatively closed or open, which respectively enable high-fidelity optical readout or efficient optical pumping of the electronic spin.

This variety has enabled a range of quantum optics applications. To describe just one branch of investigation, these experiments have included the entanglement of an
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NV center’s spin with the state of an emitted photon [47]; quantum interference of photons emitted by two distant NV centers [48, 49]; remote entanglement [50], state teleportation [51], and entanglement purification between two distant NV centers [52]; and a loophole-free Bell test in NV centers separated by 1.3 km [53]. In another branch of investigation, coherent two-photon processes are being used to exert increasingly sophisticated control over the NV center’s electronic spin [54–60] and proximal nuclear spins [61]. We describe our experimental and theoretical efforts in this direction in Chs. 4 and 5.

The influences of the NV center’s solid state environment are also evident at cryogenic temperatures. Because many of the NV center’s cryogenic applications depend on addressing optical transitions resonantly, spectral diffusion and the inhomogeneous distribution of transition frequencies between different NV centers can present complications. The inhomogeneous distribution of transition frequencies between NV centers is due to local variations in crystal strain but can be largely overcome, for applications like remote entanglement that depend on interfering indistinguishable photons from two NV centers, by applying a DC Stark shift via external electric fields [62, 63] to tune two NV centers into resonance.

The run-to-run spectral diffusion can also be overcome. The NV center must be periodically reinitialized from the neutral charge state to the negatively charged state, which is generally done by nonresonantly exciting the NV center with light at a wavelength of approximately 532 nm. However, this process also excites nearby charge traps, which shifts the local electric field and causes spectral diffusion [63]. This can be largely mitigated by using resonant excitation to reinitialize to the negative
charge state [64] or by actively probing whether the NV center is in the correct charge state and whether its transitions are resonant with the applied lasers, which is the technique that we use.

Although these charge dynamics are a technical hindrance for applications that depend on coherent optical manipulation, they have been used at room temperature to enhance the fidelity of the electronic spin state readout [65]. Again, we see that complications arising from the NV center’s interactions with its solid-state environment can be understood, overcome, and potentially used as a valuable resource.

1.3 Overview of Dissertation

In this dissertation, we will examine two specific interactions between the NV center and its environment. First, we will examine the several ways in which phonons determine aspects of the NV center’s dynamics. We probe, both experimentally in Ch. 2 and theoretically in Ch. 3, how these interactions give rise to the orbital averaging dynamics within the $^3E$ manifold and how they enable the electronic spin to be initialized and read out using nonresonant optical excitation, techniques that are critical for the NV center’s room-temperature applications.

Second, we will examine in the NV center’s interaction with a proximal nuclear spin. We investigate in Chs. 4 and 5 how well the coherent two-photon optical processes that have been developed to control the NV center’s electronic spin can be adapted to control the nuclear spin.
Chapter 2

Measurement of State-Resolved Intersystem Crossing Rates

2.1 Introduction

The NV center’s wide array of room-temperature applications generally depend on our ability to use nonresonant optical excitation to both initialize and read out the state of the electronic spin within the spin-triplet ground state. These techniques, in turn, depend critically on a spin-dependent nonradiative transition into a metastable spin-singlet state, the so-called intersystem crossing (ISC). The ISC mechanism, which refers to nonradiative transitions between states of different spin multiplicity, has been previously investigated both theoretically [66] and by indirect experimental methods, such as measurements of spin-resolved fluorescence lifetimes [67–69] and spin dynamics under nonresonant optical excitation [66, 69, 70]. While the previous theoretical investigation of the ISC mechanism established that it in-
Figure 2.1: The level structure of the NV center. (a) A schematic illustration of the NV center’s level structure. The intersystem crossing (ISC) process is responsible for shelving into $|{^1E_{1,2}}\rangle$ via the short-lived $|{^1A_1}\rangle$ and for pumping into $|0\rangle$. (b) The three-level system of spin-triplet, $m_s = 0$ states used to model phonon-induced mixing and dephasing within the $^3E$ manifold. (c) The states, Hamiltonian matrix elements $(\lambda_{E_{1,2}}, \lambda_{\perp})$, and energy scales $(\Delta, \Delta')$ involved in the triplet-singlet ISC.

Involves both spin-orbit and electron-phonon interactions, a detailed understanding of the microscopic ISC mechanism has remained an open question. Such an understanding may enable efforts to enhance the NV center’s optical initialization and readout fidelities, or to identify or engineer similar mechanisms in other solid-state defects.

In this chapter, we use resonant optical manipulation of an NV center at cryogenic temperatures to probe its interaction with phonons in the diamond lattice and to measure the ISC rates from each of the optically excited electronic states.
These experimental inputs were crucial in enabling the development of the detailed microscopic model we describe in Ch. 3. More specifically, we use resonant optical manipulation between the NV center’s spin-triplet, orbital-singlet ground state ($^3A_2$) and its spin-triplet, orbital-doublet excited state ($^3E$), which are shown in Fig. 2.1(a). We investigate the ISC from the $^3E$ manifold to the intermediate spin-singlet states ($|^1A_1\rangle, |^1E_{1,2}\rangle$) and phonon-mediated population transfer within the $^3E$ manifold.

We first measure phonon-induced population transfer between $|E_x\rangle$ and $|E_y\rangle$, using the effectively closed three-level system shown in Fig. 2.1(b), to characterize phononic coupling to the orbital electronic state. We build on previous such measurements [71, 72], in which population transfer was not shown to be completely suppressed, by adopting techniques that enable highly coherent excitation of the NV center’s optical transitions [50, 73]. We next measure the fluorescence lifetimes of $|A_1\rangle$, $|A_2\rangle$, and $|E_{1,2}\rangle$ and find that the ISC rates from these states differ sharply. Based on these experimental observations, we develop a model of the ISC mechanism that combines spin-orbit coupling, phonon-induced electronic state transitions, and phonon-mediated lattice relaxation, which is presented in in Ch. 3.

In our experiment, we use a 1.0 mm diameter solid-immersion lens (SIL) that is fabricated from bulk electronic grade CVD diamond and cut along the (100) crystal plane [74]. The SIL is mounted in a continuous flow helium cryostat that allows us to vary the temperature from 4.8 K to room temperature. We use a laser at 532 nm for nonresonant initialization of the NV center’s charge and spin states, and two tuneable external-cavity diode lasers gated by electro-optical amplitude modulators to apply independent resonant pulses at 637 nm. Using photoluminescence excitation (PLE)
spectroscopy, we resolve five of the six dipole-allowed \(^3A_2 \rightarrow ^3E\) transitions; at zero applied magnetic field and low strain, \(|E_1\rangle\) and \(|E_2\rangle\) are too close in energy for their transitions from \(|\pm 1\rangle\) to be resolved.

### 2.2 Measurement of Phonon-Induced Population Dynamics

To measure the mixing rate between \(|E_x\rangle\) and \(|E_y\rangle\), we measure both the decay rate out of one of the states and the rate of population transfer between the two states. First, we measure the decay rate out of \(|E_x\rangle\) by measuring the timescale \(\tau_{\text{Rabi}}\) on which optical Rabi oscillations between \(|0\rangle\) and \(|E_x\rangle\) decohere. We apply resonant 60 ns pulses and record the arrival times of the resulting phonon sideband (PSB) photons, as the rate of spontaneous emission into the PSB is instantaneously proportional to the population in \(|E_x\rangle\) [73]. We describe the experimental sequence and data analysis explicitly in Sec. A.1 of App. A.

For each dataset, we fit \(\tau_{\text{Rabi}}\) from the oscillation decay and extract \(\Gamma_{\text{Rad}} = 1/\tau_{\text{Rad}}\) from the pulse’s falling edge, where \(\tau_{\text{Rad}}\) is the radiative lifetime of \(|E_x\rangle\). From these two values, we extract

\[
\Gamma_{\text{Add}} = \Gamma_{\text{Mix}} + \Gamma_{T_2} = 2 \left(1/\tau_{\text{Rabi}} - \frac{3}{4} \Gamma_{\text{Rad}}\right),
\]

the additional decoherence rate of the Rabi oscillations due to processes other than optical decay to \(|0\rangle\) [75]. \(\Gamma_{\text{Mix}}\) and \(\Gamma_{T_2}\) are the phonon-induced mixing and dephasing rates, respectively. Typical Rabi oscillations and the derived values of \(\Gamma_{\text{Add}}\) are shown in Fig. 2.2(a). The fitting As described in Sec. 3.2.5, the \(T^5\) scaling of \(\Gamma_{\text{Add}}\) indicates
Figure 2.2: Phonon-induced mixing between the $|E_x\rangle$ and $|E_y\rangle$ electronic orbital states. (a) The measured $\Gamma_{\text{Add}} = \Gamma_{\text{Mix}} + \Gamma_{T_2}$ as a function of temperature, with a fit to $\Gamma_{\text{Add}} \propto T^5$. The shaded region is the 95% confidence interval and the inset shows Rabi oscillations on the $|0\rangle \to |E_x\rangle$ transition measured at three temperatures, offset for clarity. (b) Background-subtracted fluorescence of $x$ (red) or $y$ (blue) polarization collected after resonant excitation to $|E_x\rangle$. Data were taken at $T = 5.0$ K (solid lines) and $T = 20$ K (dashed lines). The fits are simulations to the three-level system depicted in Fig. 2.1(b), as described in Sec. A.3.
that the additional Rabi decoherence is due primarily to mixing between $|E_x\rangle$ and $|E_y\rangle$ mediated by two $E$-symmetric phonons [71]. We infer $\Gamma_{\text{Add}}/2\pi = -0.34 \pm 1.87$ MHz at 5.8 K (95% confidence interval), indicating that phonon-induced mixing is frozen out at low temperature. There also exists a one-phonon emission process whose contribution to the mixing rate scales as $\Delta_{xy}^2 T$, but this contribution is negligible in our experiment because of the small density of states for phonons of frequency $\Delta_{xy} = 3.9$ GHz.

We also measure population transfer between $|E_x\rangle$ and $|E_y\rangle$ directly by measuring the depolarization of the emitted zero-phonon line (ZPL) fluorescence. ZPL photons emitted by decay from the $|E_x\rangle$ and $|E_y\rangle$ states have orthogonal linear polarizations (labeled $x$ and $y$). At 5 K and 20 K, we resonantly excite the NV center to $|E_x\rangle$ and collect fluorescence of $x$ and $y$ polarizations, as shown in Fig. 2.2(b). At both temperatures, the emission is $x$-polarized for small delays, indicating initial decay primarily from $|E_x\rangle$. The emission remains $x$-polarized at 5 K, whereas we observe that emission becomes depolarized at 20 K. Since emission polarization is directly related to excited state population, this is a direct observation of population transfer between $|E_x\rangle$ and $|E_y\rangle$. We compare the observed population transfer to simulations of rate equations based on the three-level system depicted in Fig. 2.1(b), as described in Sec. A.4. Using the values of $\Gamma_{\text{Add}}$ given by the fit in Fig. 2.2(a), and using our polarization selectivity and the starting time of the mixing/radiative decay dynamics relative to the excitation pulse as fit parameters, we find good agreement between the observed and simulated fluorescence depolarization.
Figure 2.3: ISC rates from the $^3E$ triplet excited states. The inset shows the measured PSB fluorescence collected after excitation to $|A_1\rangle$, $|A_2\rangle$, and $|E_{1,2}\rangle$ measured at $T \sim 5$ K, normalized to a common peak height and fit to an exponential decay curve. The blue and red bands are fits with 95% confidence intervals to the phonon-induced mixing model described in the text, and the purple and green lines are placed at the mean values of the corresponding data sets.

### 2.3 Measurement of ISC Rates

We now turn from the $^3E$ states with $m_s = 0$ ($|E_x\rangle$ and $|E_y\rangle$) to the states with $|m_s| = 1$ ($|A_1\rangle$, $|A_2\rangle$, and $|E_{1,2}\rangle$). Although the radiative decay rate $\Gamma_{\text{Rad}}$ is the same for all $^3E \rightarrow ^3A_2$ transitions [68, 69], one expects from symmetry arguments that $|A_1\rangle$, $|A_2\rangle$, and $|E_{1,2}\rangle$ should exhibit different ISC rates into the spin-singlet states [22]. We can therefore probe population dynamics among these states by exciting the NV center into one state and measuring the decay time of the resulting PSB fluorescence as a function of temperature. A representative measurement is shown in the inset to Fig. 2.3. From the fluorescence decay time $\tau$, measured after excitation
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into the $i$th state, we can calculate the associated ISC rate

$$\Gamma_i = 1/\tau_i - \Gamma_{\text{Rad}}.$$ \hspace{1cm} (2.2)

Because the ISC rates from $|E_x\rangle$ and $|E_y\rangle$ are negligible ($\Gamma_{E_x}/2\pi \leq 0.62 \pm 0.21$ MHz, as justified in Sec. A.6) compared to the ISC rates from $|A_1\rangle$, $|A_2\rangle$, and $|E_{1,2}\rangle$, we set $\Gamma_{\text{Rad}}/2\pi = 1/2\pi \tilde{\tau}_{E_x} = 13.2 \pm 0.5$ MHz, where $\tilde{\tau}_{E_x}$ is the average lifetime of $|E_x\rangle$ extracted from our Rabi decoherence data. The derived values of $\Gamma_i$ are shown in Fig. 2.3. The measurement and data analysis are discussed explicitly in Sec. A.5.

We observe that the $|A_1\rangle$, $|A_2\rangle$, and $|E_{1,2}\rangle$ ISC rates are significantly different at low temperatures, but converge around $T \gtrsim 22$ K. The same two-phonon process that redistributes population among $|E_x\rangle$ and $|E_y\rangle$ also does so among $|A_1\rangle$ and $|A_2\rangle$. As a result, the observed temperature-dependent ISC rates ($\tilde{\Gamma}_{A_1}$ and $\tilde{\Gamma}_{A_2}$) converge to an average of the two unmixed states’ rates ($\Gamma_{A_1}$ and $\Gamma_{A_2}$) as the temperature increases. As described in Sec. A.7, we fit $\tilde{\Gamma}_{A_1}$ and $\tilde{\Gamma}_{A_2}$, assuming $\Gamma_{A_2} = 0$ and a temperature-dependent $|A_1\rangle - |A_2\rangle$ mixing rate equal to the measured $|E_x\rangle - |E_y\rangle$ rate. We find excellent agreement using only $\Gamma_{A_1}$ as a free parameter, confirming that the same phonon-induced mixing process is evident in both Figs. 2.2 and 2.3. The state lifetimes we observe at $T \geq 22$ K are consistent with those of the $m_s = 0$ and $|m_s| = 1$ states at room temperature [see Fig. 3.9], indicating that we have measured the onset of the orbital averaging mechanism that enables the $^3E$ manifold to be treated as an effective spin-triplet, orbital-singlet system at room temperature [34, 35].

In this chapter, we have experimentally elucidated the roles that electron-phonon interactions play in NV center dynamics. Further exploration of either of the phonon roles addressed in this Letter may yield intriguing applications. Resonant electron-
phonon coupling in the $^3E$ manifold could be used to optically cool a high-Q diamond resonator [76, 77] close to the vibrational ground state [78]. Such efforts would complement the growing interest in using electron-phonon coupling in the $^3A_2$ states to manipulate the electron spin [79, 80] or to generate spin-squeezed states of NV ensembles [81]. Further, our measurement of the state-resolved ISC rates has enabled the development of a microscopic model of the ISC mechanism, which is presented in Ch. 3. This new understanding of the ISC mechanism may enable efforts to engineer the ISC rate by, for example, applying a large static strain to shift the energy spacings between the spin-triplet and -singlet states [30]. Such an advance would provide an across-the-board enhancement to the spin initialization and readout techniques on which room-temperature NV center applications depend.
Chapter 3

Model of Intersystem Crossing Mechanism

3.1 Introduction

In this chapter, we present a microscopic model of the state-selective ISC from the optical excited state manifold of the NV center. While a previous theoretical exploration of the ISC mechanism [66] established that it involves both spin-orbit and electron-phonon interactions, we used the measurement of the ISC rates from individual excited states presented in Ch. 2 to develop a model that elucidates the details of the phononic interactions that enable the ISC. Specifically, we show that the electron-phonon interactions that mediate the ISC are closely linked with those that induce population dynamics within the NV center’s excited state manifold and those that produce the phonon sidebands (PSBs) of its optical transitions. This correspondence enables us to the measurement of the phonon-induced population
mixing rate presented in Sec. 2.2 and a measurement PSB of the visible transition [82] as experimental inputs to our model, and we quantitatively demonstrate that our model is consistent with recent ISC measurements. Additionally, our model constrains the unknown energy spacings between the center’s spin-singlet and spin-triplet levels to spectral regions that may be probed in future measurements. The identification of these energy spacings will resolve the most significant unknown aspect of the center’s electronic structure. Finally, we discuss how our new understanding yields prospects to engineer the ISC to improve the spin initialization and readout fidelities of NV centers at room temperature.

This chapter is structured as follows: In Sec. 3.2, we describe certain aspects of the NV center level structure, present the formalism of our model of the ISC mechanism, and explicitly calculate the ISC rates from different states in the $^3E$ manifold. We also calculate the phonon-induced mixing rate between $|E_x\rangle$ and $|E_y\rangle$, which enables us to extract the NV-phonon coupling strength from prior experimental observations. In Sec. 3.3, we compare the results of our model to recently measured state-selective ISC rates at cryogenic temperatures, which enables us to place bounds on the energy spacing between the spin-triplet and -singlet states. In Sec. 3.4, we extend our model to higher temperature and show that it is consistent with previous observations of spin-dependent fluorescence lifetimes. We conclude in Sec. 3.5 by suggesting future theoretical and experimental directions.
3.2 ISC Model

3.2.1 Spin Dynamics of NV Center

Figure 3.1: Electronic structure of the NV center, including the fine structure states of the spin-triplet levels, the ZPL transitions of the center’s visible and infrared resonances (solid arrows), and the state-selective nonradiative ISCs between the spin-triplet and -singlet levels (dashed arrows). \( \Gamma_X \) denote the rates of the individual ISC transitions.

The spin dynamics of the NV center under optical illumination are driven by ra-
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diathetic transitions between states of the same spin multiplicity as well as nonradiative
ISCs between states of different spin multiplicity (see Fig. 3.1). There are two distinct
ISCs: from the optical excited $^3E$ manifold to the higher energy singlet state $|^1A_1\rangle$, and from the lower energy singlet states $|^1E_{1,2}\rangle$ to the ground $^3A_2$ manifold. The
ISC from the $^3E$ manifold may occur from either $|A_1\rangle$ with rate $\Gamma_{A_1}$ or from $|E_{1,2}\rangle$
with rate $\Gamma_{E_{1,2}} \approx \Gamma_{A_1}/2$, as described in Ch. 2. While direct ISCs from $|E_{x,y}\rangle$ and $|A_2\rangle$ are not forbidden, their rates have been established to be negligible compared
to $\Gamma_{A_1}$ and $\Gamma_{E_{1,2}}$ at cryogenic temperatures. This hierarchy reflects the directness
of the physical process that couples each $^3E$ state to the singlet states: the ISCs
from $|A_1\rangle$ and $|E_{1,2}\rangle$ are respectively mediated by first- and second-order processes,
as discussed in Secs. 3.2.3 and 3.2.4, and the lowest-order allowed ISC processes from $|E_{x,y}\rangle$ and $|A_2\rangle$ would be third-order. The ISC from the $^3E$ manifold is thus highly
state-selective. The ISC to the $^3A_2$ manifold occurs from $|^1E_{1,2}\rangle$ to either $|0\rangle$ with
rate $\Gamma_0$ or $|\pm 1\rangle$ with rate $\Gamma_{\pm 1}$. The ratio $\Gamma_0/\Gamma_{\pm 1}$ appears to vary between centers with
observed values in the range 1.1–2 [69, 70]. While further investigations are required,
it is clear that there is no strong state selectivity of the ISC to the $^3A_2$ manifold.

Under optical excitation, the radiative transitions between the $^3A_2$ and $^3E$ mani-
folds conserve electronic spin-projection, whereas the highly state-selective ISC trans-
sitions from the $^3E$ manifold to $|^1A_1\rangle$ preferentially depopulate $|A_1\rangle$ and $|E_{1,2}\rangle$, and
the ISC transitions from $|^1E_{1,2}\rangle$ to the $^3A_2$ manifold serve to repopulate the ground
state for the next optical cycle. The preferential nonradiative depopulation of $|A_1\rangle$
and $|E_{1,2}\rangle$ gives rise to optical spin readout because these states have lower quantum
yield [22]. Since the nonradiative repopulation of the $^3A_2$ manifold from $|^1E_{1,2}\rangle$ does
not appear to be comparably state-selective, the preferential nonradiative depopulation of $|A_1\rangle$ and $|E_{1,2}\rangle$ is also predominately responsible for the optical initialization of the electronic spin into $|0\rangle$ [22]. Given the central role of the ISC from the optical excited $^3E$ manifold to $|^1A_1\rangle$ in the NV optical-spin cycle, we focus our attention on developing a microscopic model of this ISC.

### 3.2.2 ISC Mechanism

ISCs from the $^3E$ manifold to the $|^1A_1\rangle$ state occur in two stages (see Fig. 3.2): (1) an energy-conserving transition from the initial state within the $^3E$ manifold to a resonant excited vibrational level of the $|^1A_1\rangle$ state, and (2) relaxation of the excited vibrational level to the ground (or thermally occupied) vibrational level of $|^1A_1\rangle$. The first stage requires a change in both the electron spin and orbital states as well as the lattice vibrational state, and is thus mediated by a combination of spin-orbit (SO) and electron-phonon interactions. The second stage is mediated by phonon-phonon interactions, which enables the vibrational excitation to dissipate into propagating phonon modes. As the vibrational relaxation occurs on picosecond timescales [83], the ISC rate is defined by the initial electronic transition.

The model of these transitions requires the description of the quasi-continuum of vibronic levels of the $^3E$ and $|^1A_1\rangle$ electronic states. Coulombic interactions between the NV center’s electrons and proximal nuclei induce a local $A_1$-symmetric deformation of the diamond lattice. Because this Coulomb force depends on the electronic charge density, the equilibrium lattice configuration depends on the NV center’s electronic orbital state [84, 85]. Adopting the Born-Oppenheimer and har-
Figure 3.2: Schematic of (left) the phonon-induced mixing within the \(3E\) manifold and (right) the stages of the ISC from the \(3E\) manifold to the \(|1^1A_1\rangle\) state. The phonon mixing transitions within the \(3E\) manifold are depicted by solid arrows. \(\Delta_{xy}\) is the strain-induced splitting of the \(|E_{x,y}\rangle\) states. The shaded regions denote the quasi-continua of the vibrational levels of \(3E\) and \(|1^1A_1\rangle\). The stages of the ISC, which are described in the text, are denoted by the arrows labeled (1) and (2). The ISC vibrational overlap function \(F(\omega)\), as approximated by the visible emission PSB, is depicted on the far right. This provides a visual representation of how the \(3E - |1^1A_1\rangle\) energy separation \(\Delta\) influences the ISC rate.

Monomeric approximations, the dependence of the NV center’s energy on the positions of proximal nuclei can be modeled as a series of quadratic potentials centered on a common electronic state-dependent equilibrium point. Thus, the vibronic levels of each electronic state take the direct product form: \(|E_{1,2}\rangle \otimes |E_{x,y}\rangle \otimes |A_1\rangle \otimes |A_2\rangle \otimes |\chi_{\nu_n}\rangle\) and \(|1^1A_1\rangle \otimes |\chi'_{\nu_n}\rangle\), where \(|\chi_{\nu_n}\rangle\) and \(|\chi'_{\nu_n}\rangle\) are the \(n^{th}\) vibrational levels of \(3E\) and \(|1^1A_1\rangle\), respectively, with vibrational energies \(\nu_n\) [86, 87]. Here, \(n\) denotes the set of occupation numbers \(\{m_i\}\) of all vibrational modes of the specified electronic state. The \(n^{th}\)
vibrational level and energy are then given by $|\chi_{\nu_n}\rangle = \prod_i |m_i\rangle$ and $\nu_n = \sum_i m_i \omega_i$, respectively, where $\omega_i$ is the energy of the $i$th vibrational mode.

Electron-phonon interactions with $A_1$-symmetric phonon modes do not couple electronic states, but allow transitions between the vibrational levels of each electronic state. As a consequence, there exist non-zero overlaps $|\langle \chi_{\nu_n} | \chi_{\nu_n'} \rangle|^2$ of different vibrational levels of $^3E$ and $|^1A_1\rangle$. Since the $|^1A_1\rangle$ state belongs to the same electronic configuration as the ground $^3A_2$ manifold, their electron densities are similar, and thus the vibrational overlaps $|\langle \chi_{\nu_n} | \chi_{\nu_n'} \rangle|^2$ are expected to be well approximated by those between the $^3E$ and $^3A_2$ manifolds that are observed in the visible emission PSB [82].

Electron-phonon interactions with $E$-symmetric phonon modes couple electronic orbital states. Consequently, they can drive spin-conserving transitions between the states of the $^3E$ manifold (see Fig. 3.2). The interactions with $E$-symmetric phonons within the $^3E$ manifold are described by [25]

$$\hat{H}_{e-p} = \sum_{p,k} \hat{V}_{e-p}^p \lambda_{p,k} \left( \hat{a}_{p,k}^\dagger + \hat{a}_{p,k} \right),$$

(3.1)

where

$$\hat{V}_{e-p}^1 = |E_x\rangle\langle E_x| - |E_y\rangle\langle E_y| + (|E_1\rangle\langle A_1|$$

$$- |E_2\rangle\langle A_2| + 2|^1E_1\rangle\langle ^1A_1| + \text{h.c.}),$$

$$\hat{V}_{e-p}^2 = |E_x\rangle\langle E_y| + i|E_2\rangle\langle A_1| - i|E_1\rangle\langle A_2|$$

$$+ 2|^1E_2\rangle\langle ^1A_1| + \text{h.c.},$$

(3.2)

$\hat{a}_{p,k}^\dagger$ and $\hat{a}_{p,k}$ are the creation and annihilation operators of an $E$-symmetric phonon
with wavevector \( k \) and polarization \( p = \{1, 2\} \), and \( \lambda_{p,k} \) is the associated phononic coupling rate.

The SO interaction has two components. The axial SO interaction \([\propto \lambda_l l_z s_z, \text{where } s_z (l_z) \text{ is the } z\)-component of the electronic spin (orbital angular momentum)]\) defines observable aspects of the \(^3E\) fine structure but does not couple \(^3E\) states with \(|m_S| = 1\) to spin-singlet states. On the contrary, the transverse SO interaction \([\propto \lambda_{l_x} l_x s_x + l_y s_y]\) cannot be directly observed in the \(^3E\) fine structure [23, 25], but gives rise to the coupling

\[
\hat{H}_{SO} = \sqrt{2} \hbar \lambda_{l_x} (|A_1\rangle\langle^1A_1| + |E_1\rangle\langle^1E_1| \\
+ i|E_2\rangle\langle^1E_2|) + \text{h.c.} \quad (3.3)
\]

In the following subsections, we explicitly calculate the ISC rates from and the phonon-induced mixing rate between different \(^3E\) states. We perform this calculation by treating \( \hat{H}_{SO} \) and \( \hat{H}_{e-p} \) as time-dependent perturbations to the vibronic states of \(^3E\) and \(|^1A_1\rangle\) defined by electron-phonon interactions with \(A_1\)-symmetric phonons. The vibrational overlap function of the visible emission PSB is used to approximate the vibrational overlaps between states in the \(^3E\) manifold and \(|^1A_1\rangle\). We perform the calculations in the low-temperature limit applicable to the cryogenic temperatures at which the measurements presented in Ch. 2 were performed, where only the ground vibrational levels of the \(^3E\) manifold are populated prior to the ISC transitions to \(|^1A_1\rangle\). We extend our calculations to higher temperatures in Sec 3.4.

\(^1\)In group theoretical terms, the polarizations \( p = \{1, 2\} \) correspond to the first and second rows of the \( E \) irreducible representation. Geometrically, phonons of these polarizations induce strain of \( E_{1,2}^3 \) symmetry, as defined in Ref. [25], which distorts the lattice in directions that are perpendicular to the N-V axis.
3.2.3 ISC Rate from $|A_1\rangle$

Transverse SO interaction directly couples $|A_1\rangle$ with the resonant excited vibrational states of $|1^1A_1\rangle$. Consequently, this rate can be calculated by the application of first-order Fermi’s golden rule

$$\Gamma_{A_1} = 4\pi\hbar \lambda_\perp^2 \sum_n |\langle \chi_0 | \chi_{n'} \rangle |^2 |q_{\nu_n}|^2 \delta(\nu_n - \Delta),$$

where $\Delta$ is the energy spacing between $^3E$ and $|1^1A_1\rangle$ (neglecting fine structure of $^3E$).

The ISC rate is proportional to the overlap between $|\chi_0\rangle$ (the ground vibrational state of $|A_1\rangle$) and $|\chi_{n'}\rangle$ (an excited vibrational level of $|1A_1\rangle$ that is separated from $|1A_1\rangle$ by an energy spacing $\nu_n$). The factor $q_{\nu_n}$, which depends on the vibrational state $|\chi_{\nu_n}\rangle$ to which the NV center decays, is known as a Ham reduction factor and parametrizes the extent to which the dynamic Jahn-Teller effect in the $^3E$ manifold modifies the strength of the spin-orbit coupling. We discuss this effect in more detail in Secs. B.2 and B.3 of App. B. We perform the sum over $n$ in order to define a vibrational overlap function

$$F(\Delta) = \sum_n |\langle \chi_0 | \chi_{n'} \rangle |^2 |q_{\nu_n}|^2 \delta(\nu_n - \Delta)$$

$$= |\langle \chi_0 | \chi_{\Delta} \rangle |^2 q_\Delta \rho(\Delta),$$

where $\rho(\Delta)$ is the density of excited vibrational states that are resonant with $|A_1\rangle$ and the average is over all such states.

We substitute the vibrational overlap function, which encapsulates all relevant information about the quasi-continuum of $|1A_1\rangle$ vibrational modes, into Eq. 3.4 to find

$$\Gamma_{A_1} = 4\pi\hbar \lambda_\perp^2 F(\Delta).$$
3.2.4 ISC Rate from $|E_{1,2}\rangle$

An analogous first-order ISC process is not responsible for the ISC transition from $|E_{1,2}\rangle$; $|E_{1,2}\rangle$ cannot decay to $|{^1}A_1\rangle$ because there is no SO coupling between these states, and we expect decay to $|{^1}E_{1,2}\rangle$ to be negligible because the $|{^1}A_1\rangle$–$|{^1}E_{1,2}\rangle$ energy spacing (1190 meV [88]) is large compared to the extent of the phonon sideband ($\sim$ 500 meV [82, 89]). Instead, ISC decay from $|E_{1,2}\rangle$ is the result of a second-order process wherein phonons of $E$ symmetry couple $|E_{1,2}\rangle$ to $|A_1\rangle$ and $|A_1\rangle$ is SO-coupled to $|{^1}A_1\rangle$. We calculate the ISC rate from $|E_{1,2}\rangle$ using second-order Fermi’s golden rule and find

$$\Gamma_{E_{1,2}} = 2\pi\hbar^3 \sum_{n,p,k} \frac{\sqrt{2} \lambda_{\uparrow,\downarrow} \lambda_{p,k}}{\omega_k} \left| \langle \chi_0 | \chi'_{n} \rangle \right|^2 |q_{\nu_n}|^2 \times \left[ (n_{p,k} + 1) \delta(\nu_n + \omega_k - \Delta) 
+ n_{p,k} \delta(\nu_n - \omega_k - \Delta) \right],$$

(3.7)

where $\omega_k$ is the energy of a phonon of wavevector $k$. The two distinct terms within the sum correspond to phonon emission and absorption.

We introduce the $k$-independent phonon energy $\omega$, over which we integrate to pull out the polarization-specific phonon spectral density

$$J_p(\omega) = \frac{\pi\hbar}{2} \sum_k \lambda_{p,k}^2 \delta(\omega - \omega_k).$$

(3.8)

In the linear dispersion regime, where the wavelength of acoustic phonons is much larger than the lattice spacing, the coupling strength for interactions mediated by deformations of the lattice is given by the standard deformation potential ($\lambda_{p,k} \propto \sqrt{\omega_k}$ [90]) and the phonon density of states is described by the Debye model (DOS $\propto \omega^2$).
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The total spectral density is therefore

$$J(\omega) = J_p(\omega) = \eta \omega^3,$$  \hspace{1cm} (3.9)

where $\eta$ parameterizes the coupling strength between the states of the $^3E$ manifold and $E$-symmetric acoustic phonons.

We insert this spectral density and the appropriate vibrational overlap functions to find

$$\Gamma_{E_{1,2}} = 8 \hbar^2 \lambda^2 \eta \int_0^\Omega \omega \{ [n(\omega) + 1] F(\Delta - \omega)$$

$$+ n(\omega) F(\Delta + \omega) \} \, d\omega,$$  \hspace{1cm} (3.10)

where

$$n(\omega) = \frac{1}{e^{\omega/k_BT} - 1}$$  \hspace{1cm} (3.11)

is the thermal occupation of a phonon mode of energy $\omega$. We assume a cutoff energy $\Omega$ for acoustic phonons.

To illustrate the range of phonon energies that contribute to $\Gamma_{E_{1,2}}$, we define a rate $\tilde{\Gamma}_{E_{1,2}}(\omega)$ that is mediated only by $E$-symmetric phonons of energy $\omega$, such that $\Gamma_{E_{1,2}} = \int_0^\Omega \tilde{\Gamma}_{E_{1,2}}(\omega) \, d\omega$. The contributions to $\tilde{\Gamma}_{E_{1,2}}(\omega)$ due to phonon emission and absorption are shown in Fig. 3.3. The dominant contribution to $\Gamma_{E_{1,2}}$ comes from high-energy phonon modes, whose thermal occupations are negligible at $T < 26$ K. This conclusion is valid for all values of $\Delta$ because the vibrational overlap function $F(\Delta \pm \omega)$ changes slowly on the scale of $k_BT \lesssim 5$ meV. We may therefore neglect thermal occupation of the mediating phonon modes and take the low-temperature limit of $\Gamma_{E_{1,2}}$ when working at cryogenic temperatures, assertions that we will justify in Sec. 3.3.2.
Figure 3.3: ISC rate $\tilde{\Gamma}_{E_{1,2}}$ from $|E_{1,2}\rangle$ as a function of the energy of the mediating $E$-symmetric phonon. Contributions due to phonon absorption (red), stimulated and spontaneous emission (blue), and spontaneous emission only (blue dashed) are shown. At $T = 5$ K, $k_B T = 2\pi \hbar \times 104$ GHz $= 0.43$ meV. We assume that the vibrational overlap function $F(\Delta \pm \omega)$ is flat range for the range of $\omega$ (2.6 meV) shown.

In the low-temperature limit, the ISC rate from $|E_{1,2}\rangle$ is given by

$$\Gamma_{E_{1,2}} = \frac{2}{\pi} \hbar \eta \Gamma A \int_0^{\min(\Delta, \Omega)} \omega \frac{F(\Delta - \omega)}{F(\Delta)} \, d\omega. \quad (3.12)$$

The range of phonon modes that contribute to $\Gamma_{E_{1,2}}$ is bounded either by the cutoff energy $\Omega$, or by the fact that $F(\Delta - \omega) = 0$ for $\omega \geq \Delta$ at low temperature [see Sec. 3.4.1].

If second-order ISC processes that use $|^{1}E_{1,2}\rangle$ as intermediate states are taken into
account, as described in Sec. B.1 of App. B, then $\Gamma_{E_{1,2}}$ is modified to

$$\Gamma_{E_{1,2}} = \frac{2}{\pi} \hbar \eta \Gamma_{A_1} \int_0^{\min(\Delta, \Omega)} \omega^3 \left( \frac{1}{\omega} - \frac{2}{\Delta + \Delta'} \right)^2$$

$$\times \frac{F(\Delta - \omega)}{F(\Delta)} \, d\omega.$$  

(3.13)

We note that this secondary ISC process only contributes significantly to the total ISC rate from $|E_{1,2}\rangle$ because it interferes coherently with the primary ISC process, which uses $|A_1\rangle$ as the intermediate state.

We now briefly consider the ISC mechanism from $|A_2\rangle$. Because the SO interaction is $A_1$-symmetric [91], and can therefore only couple states of like symmetry, $|A_2\rangle$ is not SO-coupled to either $|A_1\rangle$ or $|E_{1,2}\rangle$ [23, 25]. Similar symmetry considerations forbid single-phonon coupling between $|A_2\rangle$ and $|A_1\rangle$, so neither the first- nor second-order processes described above can induce ISC decay from $|A_2\rangle$. The lowest-order allowed mechanism would be a third-order process involving two phonons and one SO interaction, but we neither expect nor observe an appreciable ISC transition rate due to such a high-order process.

### 3.2.5 Phonon-Induced Mixing Rate

We now explicitly calculate the phonon-induced mixing rates between the states in the $^3E$ manifold. Doing so will enable us to extract the value of $\eta$, which parameterizes the NV-phonon coupling strength, from the temperature-dependent measurement of the $|E_x\rangle - |E_y\rangle$ mixing rate presented in Ch. 2.

We use a technique similar to that used to calculate the ISC rate from $|E_{1,2}\rangle$ in the previous section. We begin with the mixing rate between $|E_x\rangle$ and $|E_y\rangle$. The
dominant contribution to the mixing rate in the low-strain regime \( \Delta_{xy} = E_{E_x} - E_{E_y} = 2\pi \hbar \times 3.9 \text{ GHz} \) for the experiment presented in Ch. 2) is from a two-phonon Raman processes wherein one phonon is emitted and another is absorbed [71]. Following Ref. [71], we use second-order Fermi’s golden rule to find that this mixing rate is

\[
\Gamma_{\text{Mix}} = \frac{32\hbar}{\pi} \int_0^\infty n(\omega) [n(\omega + \Delta_{xy}) + 1] \times \left[ \frac{J_1(\omega + \Delta_{xy}) J_2(\omega)}{(\omega + \Delta_{xy})^2} + \frac{J_1(\omega) J_2(\omega + \Delta_{xy})}{\omega^2} \right] d\omega. \tag{3.14}
\]

Figure 3.4: Mixing rate \( \Gamma_{\text{Mix}} \) as a function of the energy of the lower-energy mediating \( E \)-symmetric phonons. At \( T = 5 \text{ K} \), \( k_B T = 2\pi \hbar \times 104 \text{ GHz} = 0.43 \text{ meV} \). The dashed line shows \( \omega^2 \), properly scaled, for comparison.

We substitute the expression for the spectral density \( J_p(\omega) \) in the acoustic limit (Eq. 3.9). We keep only the highest-order term in \( \omega / \Delta_{xy} \) because the integrand in Eq. 3.14 is only appreciable for \( \omega \sim k_B T \gg \Delta_{xy} \) and, as in the previous section, we
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deﬁne an mixing rate

\[ \tilde{\Gamma}_{\text{Mix}}(\omega) = \frac{64}{\pi} \hbar \eta^2 \omega^4 n(\omega) \left[ n(\omega + \Delta_{xy}) + 1 \right] \] (3.15)

that is mediated only by phonons of energies \( \omega \) and \( \omega + \Delta_{xy} \). As is shown in Fig. 3.4, contributions to the total mixing rate \( \Gamma_{\text{Mix}} = \int_0^\infty \tilde{\Gamma}_{\text{Mix}}(\omega) \, d\omega \) are dominated by phonon modes with energy of order \( k_B T \). Higher-energy phonons have signiﬁcantly larger spectral densities, but the emission-absorption Raman process requires that the phonon mode of energy \( \omega \) have non-negligible thermal occupation. Unlike with the ISC rate from \( |E_{1,2}\rangle \), which is mediated mainly by high-energy phonons, the contributions to the mixing rate from phonon modes with energies larger than approximately 20 meV are exponentially suppressed at cryogenic temperatures, so we need not impose a cutoff energy for the available phonon modes.

We therefore ﬁnd the total mixing rate

\[ \Gamma_{\text{Mix}} = \frac{64}{\pi} \hbar \alpha \eta^2 k_B^5 T^5. \] (3.16)

The numeric constant \( \alpha \) is given by the integral

\[ \alpha = \int_0^\infty \frac{1}{e^x - 1} \left( \frac{1}{e^{x + x_\Delta} - 1} + 1 \right) x^4 \, dx, \] (3.17)

where \( x = \omega/k_B T \) and \( x_\Delta = \Delta_{xy}/k_B T \).

The mixing rates due to other processes are negligible. There are two alternate two-phonon processes, wherein both phonons are either absorbed or emitted, but they do not conserve energy and contribute negligibly, respectively. There is a direct one-phonon emission process, for which we calculate a transition rate

\[ \Gamma_{\text{Mix}}^{(1-\text{ph})} = 4 \eta \left[ n(\Delta_{xy}) + 1 \right] \Delta_{xy}^3 \approx 4 \eta k_B \Delta_{xy}^2 T, \] (3.18)
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where the approximation is true for $\Delta_{xy} \ll k_B T$. This one-phonon rate is negligible when the strain splitting $\Delta_{xy}$ is small. For example, we calculate that a strain splitting of at least $\Delta_{xy}/2\pi\hbar = 18$ GHz is required to produce a measurable ($\geq 0.5$ MHz) one-phonon mixing rate at 5 K, whereas this analysis assumes $\Delta_{xy}/2\pi\hbar = 3.9$ GHz to match Ch. 2. We note that a mixing rate that scales as $T$ rather than $T^5$ would be more difficult to suppress using standard liquid helium cryogenic techniques with $T \sim 5$ K. This consideration may explain why a previous measurement of phonon-induced mixing [71] found that the $|E_x\rangle - |E_y\rangle$ mixing rate was increased for NV centers with higher strain splittings (44 to 81 GHz, compared with 8 and 9 GHz) and did not appear to asymptote to a constant value at low temperatures to the same degree. The effect of the one-phonon mixing process may be even more substantial for NV centers, such as those formed by nitrogen implantation or placed inside nanofabricated structures, where damage to the local crystalline structure may induce a large strain splitting.

We now calculate the phonon-induced mixing rate between $|A_1\rangle$ and $|A_2\rangle$. This calculation is similar to that of the $|E_x\rangle - |E_y\rangle$ mixing rate. Instead of coupling and splitting the energies of $|E_x\rangle$ and $|E_y\rangle$, phonons of $E$ symmetry couple $|A_1\rangle$ and $|A_2\rangle$ with $|E_1\rangle$ and $|E_2\rangle$. The fact that the intermediate electronic state ($|E_1\rangle$ or $|E_2\rangle$) is not degenerate with the initial or final state ($|A_1\rangle$ or $|A_2\rangle$), gives rise to a resonance condition when the energy of the emitted phonon is equal to the splitting between the initial and intermediate electronic states. This resonance condition, however, is irrelevant because the mixing process is dominated by phonons with energy $\omega \approx 4k_B T \approx 2\pi\hbar \times 400$ GHz, as shown in Fig. 3.4. Because the typical phonon energy
is large compared to the 10 GHz splitting between \(|A_1\rangle\) or \(|A_2\rangle\) and \(|E_{1,2}\rangle\), the mixing rate between \(|A_1\rangle\) and \(|A_2\rangle\) is unaffected by the detuning of the intermediate state and is also given by Eq. 3.16. The mixing rate between \(|E_1\rangle\) and \(|E_2\rangle\) is also given by Eq. 3.16 for the same reasons, although mixing between these two states cannot be observed directly using the techniques presented in Ch. 2 because the ISC rates from both states are the same.

Further, both \(|A_1\rangle\) and \(|A_2\rangle\) are coupled to both \(|E_1\rangle\) and \(|E_2\rangle\) by a one-phonon process, whose rate in all four cases is given by Eq. 3.18 with \(\Delta_{xy}\) replaced by the appropriate energy splitting. For the reverse process, from \(|E_1\rangle\) and \(|E_2\rangle\) to \(|A_1\rangle\) and \(|A_2\rangle\), we replace \([n(\Delta_{xy})+1]\) with \(n(\Delta_{xy})\), but the result is the same in the limit \(\Delta_{xy} \ll k_B T\). Thus, the cyclicity of the nominally closed \(|\pm 1\rangle - |A_2\rangle\) \(\Lambda\) system, like that of the \(|0\rangle - |E_x\rangle\) cycling transition, may be degraded in NV centers with high strain splittings.

### 3.3 Comparison to Measurements

#### 3.3.1 ISC Rate from \(|A_1\rangle\)

We now compare the results of the preceding calculations to the measured state-selective ISC rates, with the goal of extracting the previously unknown energy spacing between the spin-singlet and spin-triplet levels. We first compare the calculated ISC rate from \(|A_1\rangle\), which depends on the transverse SO coupling rate \(\lambda_{\perp}\) and the vibrational overlap function \(F(\omega)\), with the measured \(\Gamma_{A_1}/2\pi = 16.0 \pm 0.6\) MHz.

Most of the uncertainty in our theoretical prediction of \(\Gamma_{A_1}\) is the result of the
Figure 3.5: ISC rate from $|A_1\rangle$. The values of $\Gamma_{A_1}$ calculated using Eq. 3.6 (blue) and measured in Ch. 2 (orange) are shown, with confidence intervals given by the uncertainty bounds on $\lambda_\perp$ described in the text and the 95% confidence interval given for the measurement. The predicted range of $\Delta$, which is defined by the intersection of the two curves, is shown in black. The points of intersection below 148 meV are excluded by the measured $\Gamma_{E_1,2}/\Gamma_{A_1}$ ratio, as explained in Sec. 3.3.2.

lack of precision with which $\lambda_\perp$ is known. The axial SO coupling rate $\lambda_\parallel$ has been measured precisely through spectroscopy of the $^3E$ manifold [92], but $\lambda_\perp$ cannot be determined through similar methods. An approximate theoretical argument implies that $\lambda_\perp \sim \lambda_\parallel$. Due to the similar mass and charge of nitrogen and carbon atoms, the $C_{3v}$ symmetric structure of the NV center is only a small departure from the $T_d$ symmetric structure of a vacancy in the diamond lattice. Given that $\lambda_\perp = \lambda_\parallel$ precisely in $T_d$ symmetry, it is expected that $\lambda_\perp \sim \lambda_\parallel$ in the slightly perturbed symmetry of the NV center [93]. This argument is supported by preliminary ab initio calculations.
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that estimate the ratio $\lambda_\perp / \lambda_\parallel \sim 1.15 - 1.33$ [25, 94]. To reflect the uncertainty in the value of $\lambda_\perp$, we select a confidence band of $\lambda_\perp / \lambda_\parallel = 1.2 \pm 0.2$.

Here, we must take into account the fact that, just as the transverse SO coupling rate $\lambda_\perp$ is modified by the Ham reduction factor $q_{\nu}$, the axial SO coupling rate $\lambda_\parallel$ is modified by an analogous Ham reduction factor $p$. Therefore, the value $\lambda_\parallel^{\text{RT}} = 5.33 \pm 0.03 \text{ GHz}$ that was measured in Ref. [92] represents the reduced coupling rate $\lambda_\parallel^{\text{RT}} = p \lambda_\parallel$. The comparison $\lambda_\perp \sim \lambda_\parallel$ applied to the unreduced coupling rates, so we must multiply the measured value of $\lambda_\parallel^{\text{RT}}$ by $p^{-1}$ in order to compensate for the impact of the dynamic Jahn-Teller effect. We explain this impact in greater detail and calculate an explicit value of $p = 0.43$ in Sec. B.3.

We note that the fact that we have calculated a Ham reduction factor $p$ that is significantly less than 1 implies that the \textit{ab initio} calculations [25, 94] upon which we have based the bounds of $\lambda_\perp / \lambda_\parallel$ have likely underestimated the unreduced spin-orbit coupling rates. We assume that this underestimation applies equally to both $\lambda_\perp$ and $\lambda_\parallel$, but using further \textit{ab initio} calculations to refine the ratio of these two parameters is currently an active area of research.

We extract the vibrational overlap function $F(\omega)$ from spectroscopy of the $^3E \rightarrow ^3A_2$ emission PSB conducted at 4 K [82]. As we describe in Sec. 3.4.1, $F(\omega)$ is, in principle, temperature-dependent. However, the dominant and lowest-energy feature in the one-phonon spectrum extracted from the $^3E \rightarrow ^3A_2$ PSB occurs at 64 meV = $k_B \times 118$ K [82]. Because phonons with such large energies are negligibly occupied at temperatures below 26 K, we assume that $F(\omega)$ is effectively temperature-independent for our analysis of the low-temperature ISC rate. We note that, since
the Ham reduction factors $q_{\nu \alpha}$ modify the optical transition from the $^3E$ manifold to the spin-triplet $^3A_2$ ground state in the same way that they modify the ISC to the spin-singlet $^1A_1$ state, this measured vibrational overlap function $F(\omega)$ implicitly accounts for modifications to $\lambda_\perp$ due to the dynamic Jahn-Teller effect. We therefore do not need to calculate and include the spectrum of $q_{\nu \alpha}$ explicitly.

In Fig. 3.5, we compare the measured and predicted values of $\Gamma_{A_1}$ in order to extract $\Delta$, the previously unknown $|A_1\rangle - |^1A_1\rangle$ energy splitting. This analysis confines $\Delta$ to two regions: around 46 meV, and from $\Delta_- = 321$ meV to $\Delta_+ = 414$ meV with a central value of $\Delta_0 = 376$ meV. We exclude values of $\Delta$ below 148 meV because the predicted ISC rate from $|E_{1,2}\rangle$ would be significantly lower than the observed rate, as explained in Sec. 3.3.2. The uncertainty in $\Delta$ is dominated by the uncertainty in $\lambda_\perp$, so a precise calculation of the $\lambda_\perp/\lambda_\parallel$ ratio could narrow the bounds on $\Delta$ considerably.

### 3.3.2 ISC Rate from $|E_{1,2}\rangle$

We also compare the measured and predicted ratios of the ISC rates from $|E_{1,2}\rangle$ and $|A_1\rangle$. This ratio, which is given by

$$\frac{\Gamma_{E_{1,2}}}{\Gamma_{A_1}} = \frac{2}{\pi} \hbar \eta \int_0^{\min(\Delta, \Omega)} \omega^3 \left( \frac{1}{\omega} - \frac{2}{\Delta + \Delta'} \right)^2 \frac{F(\Delta - \omega)}{F(\Delta)} \, d\omega.$$  \hspace{1cm} (3.19)

has the advantage of being insensitive to the uncertainty in $\lambda_\perp$, which limits the precision of our determination of $\Delta$. It is, however, sensitive to uncertainty concerning the range of acoustic $E$-symmetric phonon modes that contribute to $\Gamma_{E_{1,2}}$. We use
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Figure 3.6: Ratio of the ISC rates from $|E_{1,2}\rangle$ and $|A_1\rangle$. The values of $\Gamma_{E_{1,2}}/\Gamma_{A_1}$ calculated using Eq. 3.19 (blue) and measured in Ch. 2 (orange, with 95% confidence interval) are shown. The dashed plots represent the results obtained when the ISC process that uses $|1E_{1,2}\rangle$ as intermediate states is neglected (see appendix). In (a), we assume no acoustic phonon cutoff ($\Omega \rightarrow \infty$), so the blue plot represents an upper bound on $\Gamma_{E_{1,2}}/\Gamma_{A_1}$. The calculated value’s uncertainty is due to the uncertainty in $\eta$. This comparison excludes $\Delta < 148$ meV, as indicated by the red region. In (b), we use a range of $\Delta$ that corresponds approximately to the range shown in Fig. 3.5, and we vary the acoustic cutoff energy $\Omega$. The grey region represents the predicted range of $\Omega^3$.

the expression for $\Gamma_{E_{1,2}}$ derived in the low-temperature limit (Eq. 3.12), which we will

---

2The bounds $\Delta_- = 321$ meV and $\Delta_+ = 414$ meV shown in Fig. 3.5 take into account both the large uncertainty in $\lambda_\perp$ and the relatively small uncertainty in the measured $\Gamma_{A_1}$ rate. In Fig. 3.6, the uncertainty in the measured $\Gamma_{A_1}$ rate is already incorporated into the uncertainty in the measured $\Gamma_{E_{1,2}}/\Gamma_{A_1}$ ratio. Therefore, we use the slightly narrower bounds 328 meV and 410 meV, which reflect only the uncertainty in $\lambda_\perp$.

3$\Omega$ is a non-analytic function of $\Delta$ (the $|A_1\rangle - |1A_1\rangle$ energy spacing), $\eta$ (which parameterizes the electron-phonon coupling strength), and the measured $\Gamma_{E_{1,2}}/\Gamma_{A_1}$ ratio. We account for the uncertainties in each of these quantities by choosing the combinations of $\eta \pm \delta\eta$, $\Delta \pm \delta\Delta$ (see above footnote), and $\Gamma_{E_{1,2}}/\Gamma_{A_1} \pm \delta (\Gamma_{E_{1,2}}/\Gamma_{A_1})$ that minimize and maximize $\Omega$. 
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justify at the end of this section. We use the value of $\eta = 2\pi \times (44.0 \pm 2.4)$ MHzmeV$^{-3}$ extracted from the measurement of $\Gamma_{\text{Mix}}$ as a function of temperature presented in Ch. 2.

We analyze the $\Gamma_{E_{1,2}}/\Gamma_{A_1}$ ratio in both of the regions identified by our analysis of $\Gamma_{A_1}$: $\Delta \approx 46$ meV and $321$ meV $\leq \Delta \leq 414$ meV. In the first region, shown in Fig. 3.6(a), the predicted ratio is significantly lower than the measured ratio, even when we assume no acoustic cutoff energy ($\Omega \to \infty$). This inconsistency excludes values of $\Delta$ up to 148 meV, which eliminates the $\Delta \approx 46$ meV region entirely. In the second region, we do not assume an infinite cutoff energy, but instead find the cutoff energy that would make the predicted ratio consistent with measurement, as shown in Fig. 3.6(b). Our analysis predicts an acoustic phonon cutoff energy $\Omega$ between 74 and 96 meV. This range coincides with a sharp and significant decline in the phonon spectral density extracted from the absorption PSB of the $^3A_2 \rightarrow ^3E$ optical transition [89]$^4$. This agreement implies that the range of the predicted phonon cutoff energy is physically sensible, despite being near the upper limit of the acoustic phonon regime [95, 96]. Our approximate expression for the phonon spectral density (Eq. 3.9) is derived in the acoustic limit, but any correction that should be made to this approximation is swept into the phenomenological cutoff $\Omega$. Hence, we conclude that the second region $321$ meV $\leq \Delta \leq 414$ meV is fully consistent with the observed ISC rates.

We now support the assumption made in Sec. 3.2.4 that we may neglect thermal

\[4\]We compare our extracted value of $\Omega$ to the $^3A_2 \rightarrow ^3E$ absorption PSB because this sideband spectrum reflects the phonon spectral density corresponding to electronic states in the $^3E$ manifold. This is in contrast to Sec. 3.3.1, wherein we use the $^3E \rightarrow ^3A_2$ emission PSB to extract information about the phonon spectral density in $^3A_2$ (and in $^1A_1$, by extension).
Figure 3.7: Error in $\Gamma_{E_{1,2}}/\Gamma_{A_1}$ ratio due to assumption of the low-temperature limit. The theoretical values of $\Gamma_{E_{1,2}}/\Gamma_{A_1}$ shown in Fig. 3.6 were calculated using Eq. 3.19, which neglects thermal occupation of the mediating phonon modes. We calculate the error due to working in the low-temperature limit by using the temperature-dependent expression for $\Gamma_{E_{1,2}}$ (Eq. 3.10) rather than the temperature-independent expression (Eq. 3.12). We perform this calculation for the cases where (a) $\Omega$ is infinite and $\Delta$ is varied, and where (b) $\Delta$ is given by the values extracted from our analysis of $\Gamma_{A_1}$ and $\Omega$ is varied. These are the same cases shown in the corresponding subfigures of Fig. 3.6. The results extracted from Fig. 3.6, the minimum allowed value of $\Delta$ in (a) and the expected values of $\Omega$ in (b), are shown to emphasize that the conclusions we draw using the low-temperature limit are valid.

occupation of the $E$-symmetric phonon modes that mediate the ISC from $|E_{1,2}\rangle$. In Fig. 3.7, we calculate the error due to neglecting the contribution to $|E_{1,2}\rangle$ due to stimulated emission and absorption of phonons. While this assumption would not be valid if either $\Delta$ or $\Omega$ were small, we see that the resulting error is less than 1% for the values of $\Delta$ and $\Omega$ extracted from our analyses of $\Gamma_{A_1}$ and $\Gamma_{E_{1,2}}/\Gamma_{A_1}$. 
3.4 Extension to High Temperatures

3.4.1 Method

We scale our model up to higher temperatures to compare the predicted lifetimes of the $^3E$ states with $|m_S|=1$ to measurements conducted at temperatures between 295 K and 700 K [67–69]. In Secs. 3.2.3 and 3.2.4, we calculated the ISC rates from $|A_1\rangle$ and $|E_{1,2}\rangle$ in the low-temperature limit.

Extension of the ISC model to higher temperatures requires three modifications to the ISC calculation: (1) Because of phonon-induced orbital averaging [35], which is significant even at $T \sim 20$ K, as shown in Ch. 2, the observed ISC rate will be the average ISC rate from all $^3E$ states with $|m_S|=1$. (2) The $E$-symmetric phonon modes that mediate the ISC transition from $|E_{1,2}\rangle$ have non-negligible thermal occupation. We must therefore consider ISC contributions due to stimulated and spontaneous emission into these modes, as well as absorption from these modes. (3) The $A_1$-symmetric phonon modes that are primarily responsible for shifting the lattice from its $^3E$ equilibrium configuration to its $|A_1\rangle$ equilibrium configuration have non-negligible thermal occupation, so the vibrational overlap function $F(\omega)$ becomes broader and flatter at higher temperatures.

To address modification (1), we calculate the orbitally averaged ISC rate

$$\Gamma_{\text{ISC}} = \frac{1}{4}(\Gamma_{A_1} + 2\Gamma_{E_{1,2}}) \quad (3.20)$$

where $\Gamma_{A_1}$ is given by Eq. 3.6.

To address modification (2), we use $\Gamma_{E_{1,2}}$ as given by Eq. 3.10, which includes contributions due to both phonon absorption and emission, instead of Eq. 3.12, which
Chapter 3: Model of Intersystem Crossing Mechanism

is calculated in the low-temperature limit.

![Calculated temperature-dependent vibrational overlap functions $F(\omega, T)$.](image)

The measured low-temperature vibrational overlap function $F(\omega)$ is shown in black [82].

To address modification (3), we calculate the temperature-dependent vibrational overlap function $F(\omega, T)$ using the procedure given in Ref. [89]. We first extract the low-temperature one-phonon spectral density $f(\omega)$ by numerically deconvolving the low-temperature phonon sideband $F(\omega)$, which was used in Secs. 3.2.3 and 3.2.4 to calculate the low-temperature ISC rates from $|A_1\rangle$ and $|E_{1,2}\rangle$. The resulting $f(\omega)$ is shown in red in Fig. 4 of Ref. [82], whose measurement of $F(\omega)$ we use throughout our analysis.
The temperature-dependent one-phonon vibrational overlap function is given by

\[ F_1(\omega, T) = \begin{cases} 
\left[ n(\omega, T) + 1 \right] f(\omega) & \text{if } \omega \geq 0 \\
 n(\omega, T) f(-\omega) & \text{if } \omega < 0 
\end{cases} \]  

(3.21)

Temperature-dependent multi-phonon vibrational overlap functions can be calculated recursively using

\[ F_i(\omega, T) = F_{i-1}(\omega, T) \otimes F_1(\omega, T) \]

\[ = \int_{-\infty}^{\infty} F_{i-1}(\omega - \omega', T) F_1(\omega', T) \ d\omega' \]  

(3.22)

and then summed to find the total temperature-dependent vibrational overlap function

\[ F(\omega, T) = e^{-S} \sum_{i=1}^{\infty} \frac{S_i}{i!} F_i(\omega, T). \]  

(3.23)

Here,

\[ S = S_0 \int_{0}^{\Omega} \left[ 2 n(\omega', T) + 1 \right] f(\omega') \ d\omega' \]  

(3.24)

is the temperature-dependent Huang-Rhys factor, where \( S_0 = 3.49 \) is the low-temperature Huang-Rhys factor for the \( ^3E \rightarrow ^3A_2 \) transition [82].

In Fig. 3.8, we plot the calculated \( F(\Delta, T) \) for temperatures between 0 and 700 K. We note a slight discrepancy between the measured low-temperature \( F(\omega) \) and the calculated \( F(\omega, T) \) at 0 K. There is a degree of imprecision inherent in this method of generating \( F(\omega, T) \), but it should be sufficient to calculate the temperature trend of the theoretical ISC rates.
Figure 3.9: Comparison of the predicted high-temperature fluorescence lifetimes with measured lifetimes. The data points from 5 K to 26 K are those used to extract the ISC rates shown in Fig. 2.3 and the data points from 295 K to 700 K are taken from Refs. [67] (□ and ○), [69] (○), and [68] (▽). In (a), the solid green line is the lifetime of the $m_s = 0$ states predicted by our model, and the dashed green line includes a fit to the Mott-Seitz model with 95% confidence interval, as described in the text. This decay mechanism is not included in the predicted lifetime of the $|m_s| = 1$ states. In (b), we plot the predicted lifetime of the $|m_s| = 1$ states with varying degrees of coupling to the high-temperature decay mechanism.

3.4.2 Results

We now numerically calculate the orbitally averaged ISC rate for the $|m_s| = 1$ states (Eq. 3.20) using the temperature-dependent expressions for $\Gamma_{E_{1,2}}$ (Eq. 3.10) and $F(\omega, T)$ (Eq. 3.23, plotted in Fig. 3.8). We convert this ISC rate to the observed fluorescence lifetime using

$$\tau = \frac{1}{\Gamma_{\text{Rad}} + \Gamma_{\text{ISC}}},$$

(Eq. 3.25)
where $\Gamma_{\text{Rad}} = 2\pi \times (13.2 \pm 0.5) \text{ MHz}$ is the radiative decay rate of states in the $^3E$ manifold, which was measured in Ch. 2. We use as numeric inputs the range of $\Delta$ and the associated values of $\Omega$, extracted from the analyses shown in Figs. 3.5 and 3.6(b), that produce the measured $\Gamma_{E_{1,2}} / \Gamma_{A_1}$ ratio at low temperature.

We plot the results of this calculation (purple), as well as the predicted temperature-independent lifetime of the $m_S = 0$ states (solid green), in Fig. 3.9(a). We observe that the predicted lifetimes are consistent with experimental observations [67–69] for temperatures below 600 K. Above 600 K, it is clear that a temperature-dependent decay process for the $m_S = 0$ states switches on. This process may also shorten the average lifetime of the $|m_S| = 1$ states above 600 K, but the evidence for this assertion is not conclusive. This process has been previously attributed to a multi-phonon nonradiative relaxation from $^3E$ to $^1A_1$ and described by a Mott-Seitz model [67]. We fit the high-temperature lifetime of the $m_S = 0$ states (dashed green) using the Mott-Seitz model and the $|E_x|$ lifetime of 12.0 ns that was measured at low temperature in Ch. 2 to obtain the temperature-dependent decay rate $\Gamma_{HT}$ from the $m_s = 0$ states due to this high-temperature mechanism.\[5^5\] To incorporate $\Gamma_{HT}$ into the predicted lifetime of the $|m_S| = 1$ states, we make the replacement $\Gamma_{\text{ISC}} \rightarrow \Gamma_{\text{ISC}} + \epsilon \Gamma_{HT}$ in Eq. 3.25, where $\epsilon$ parameterizes how strongly the high-temperature decay mechanism couples to the $|m_S| = 1$ states relative to the $m_S = 0$ states. The predicted

---

5\[In terms of the Mott-Seitz formula given in Ref. [67], the high-temperature decay rate is given by $\Gamma_{HT}(T) = s \Gamma_{\text{Rad}} e^{-\Delta E/k_B T}$, where $s$ is the frequency factor and $\Delta E$ is the energy barrier for the nonradiative process. We find $\Delta E = 0.94 \pm 0.32$ eV and $s < 5.8 \times 10^7$, which differ significantly from the values given in Ref. [67]. This disagreement is not unexpected, however, because we assume a low-temperature lifetime of 12.0 ns whereas Toyli et al. fit a low-temperature lifetime of 13.4 \pm 0.6 ns. Our fit therefore exhibits a sharper turn-on, resulting in a higher value of $\Delta E$; the frequency factor $s$, which sets the vertical scaling and is extremely sensitive to $\Delta E$, is correspondingly much larger.\]
high-temperature lifetimes are shown in Fig. 3.9(b). It is not obvious from the three relevant data points whether this high-temperature mechanism induces decay out of the $|m_S| = 1$ states as it does out of the $m_S = 0$ states.

The previous explanation given for the high-temperature decay is inconsistent with the model outlined in this work because there is no SO coupling between $|E_{x,y}\rangle$ and $|^{1}A_{1}\rangle$ and because phonons cannot couple $|E_{x,y}\rangle$ to $|A_{1}\rangle$, which is SO-coupled to $|^{1}A_{1}\rangle$. Instead, we propose that one of two mechanisms may be responsible. First, this mechanism may be a SO-mediated transition from $|E_{x,y}\rangle$ to the excited spin-singlet $|^{1}E_{x,y}\rangle$ states. $|E_{x,y}\rangle$ are SO-coupled to $|^{1}E_{x,y}\rangle$ just as $|A_{1}\rangle$ is SO-coupled to $|^{1}A_{1}\rangle$, so this mechanism would be exactly analogous to the ISC mechanism from $|A_{1}\rangle$. This mechanism may induce decay from the $|m_S| = 1$ states because $|E_{x,y}\rangle$ are coupled to $|E_{1,2}\rangle$ by a spin-spin interaction [23, 25]. Because $|E_{y}\rangle$ and $|E_{1,2}\rangle$ exhibit a level anticrossing when the strain-induced $|E_{x}\rangle - |E_{y}\rangle$ splitting is approximately 7 GHz [97], the spin-spin-mediated decay rate out of the $|m_S| = 1$ states would be highly sensitive to crystal strain, making it difficult to predict a value of $\epsilon$ for this mechanism. Alternatively, this mechanism may be a direct nonradiative transition to the $^{3}A_{2}$ ground state. $E$-symmetric phonons couple the states of the $^{3}E$ and $^{3}A_{2}$ manifolds. Consequently, the calculation of this rate would be similar to that of the ISC rate from $|E_{1,2}\rangle$, except that this mechanism would be a first-order process that does not involve SO coupling in addition to phononic coupling. This mechanism would be spin-conserving and couple to all $^{3}E$ states equally, implying $\epsilon = 1$.

While the theory of these two possible high-temperature decay mechanisms is beyond the scope of this work, we emphasize that they can be distinguished by further
high-temperature spin-resolved fluorescence lifetime experiments, which could reduce the uncertainty in the parameter $\epsilon$ and measure the variation of $\epsilon$ with strain.

### 3.5 Conclusion

We have presented a microscopic model of the ISC mechanism, which is mediated by spin-orbit coupling and, for some initial states, the emission of an $E$-symmetric phonon. We have quantitatively shown the model's predictions to be consistent with experimental observations, and have used this comparison to place bounds on the singlet-triplet energy spacing, an important but previously unknown property of the NV center’s level structure.

The bounds we place on $\Delta$ have implications for efforts to engineer the ISC rate, which could increase the measurement readout visibility between $|0\rangle$ and $|\pm 1\rangle$ by increasing the ISC rate out of the $|m_S|=1$ states. We estimate that the ISC rate increases by $2\pi \times (0.15 \pm 0.05) \text{ MHz/meV}$ as $\Delta$ decreases. Because it is the competition of $\Gamma_{\text{ISC}}$ with $\Gamma_{\text{Rad}} = 2\pi \times (13.2 \pm 0.5) \text{ MHz}$ that gives rise to the fluorescence contrast between $|0\rangle$ and $|\pm 1\rangle$, our finding suggests that a large ($\sim 100 - 200 \text{ meV}$) reduction in $\Delta$ would be needed to achieve an appreciable improvement in nonresonant readout fidelity.

The application of isotropic hydrostatic pressure can induce large shifts ($\sim 400 \text{ meV [30]}$), but the direction of this shift corresponds to an increase in $\Delta$, which would reduce the ISC rate. Conversely, the application of uniaxial strain (specifically along the [111] crystal axis) can induce energy shifts that reduce $\Delta$, but the structural integrity of bulk diamond under unavoidable shear forces limits these shifts to $\sim 10$
meV [98, 99]. It may be possible, however, to induce a suitably large shift in diamond nanofabricated structures [79, 80], wherein the application of a small local force may cause a large strain at the NV center. One could measure this shift in the ISC rate either by the techniques employed in Ch. 2 or by measuring the visibility of ground state optically detected magnetic resonance (ODMR) as in Ref. [30]. By identifying methods of strain application that maximize ODMR visibility, such an experiment could significantly enhance the spin initialization and readout techniques upon which room-temperature NV center applications depend.
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Optical Control of a Nuclear Spin

4.1 Introduction

One aspect of NV centers that differentiates them from trapped atoms or ions is the range of interactions with the NV center’s solid-state environment. In the previous two chapters, we explored how interactions between the NV center and phonons, quantized vibrations of the lattice, give rise to population dynamics within the optical excited state manifold and to the nonradiative intersystem crossing process that enables some of the NV center’s most useful properties.

In the next two chapters, we will explore, both experimentally and theoretically, the interaction between the NV center and another aspect of its solid-state environment, nuclear spins. The NV center commonly interacts with two species of nuclear spins. First, the nitrogen in the NV center itself is usually the spin-1 $^{14}\text{N}$ isotope, although interactions with the less common spin-1/2 $^{15}\text{N}$ isotope have been explored [100–102]. Second, 1.1% of the carbon nuclei in natural-abundance dia-
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Diamond are spin-1/2 $^{13}$C as opposed to the spinless and more abundant $^{12}$C, although isotopically purified diamond samples are commonly available.

As with lattice phonons, the presence of nuclear spins close to the NV center gives rise to detrimental effects but also enables a range of interesting applications. For instance, hyperfine interaction with the bath of weakly coupled $^{13}$C nuclei is commonly the dominant source of decoherence in the spin-triplet $^3A_2$ ground state [36]. At the same time, however, nuclei that couple strongly enough to the NV center to be addressed individually can serve as a valuable resource. For instance, the nuclear spin of the nitrogen has recently been used as an ancillary qubit to enhance the performance of NV-based magnetometry, which enabled the detection and characterization of individual proteins on the diamond surface [102].

Since the nuclear spins do not couple directly to the microwave and optical fields that are used to manipulate the NV center’s electronic spin, they are also commonly used as long-lived memory qubits in the context of quantum information applications. Even at room temperature, nuclear spins coupled to NV centers can be read out in a single shot [37] and can have coherence times longer than 1 second [33]. These properties have encouraged demonstrations of quantum registers consisting of the NV center’s electronic spin and either the nitrogen nuclear spin [39], a single $^{13}$C spin [38], or small networks of $^{13}$C spins [40, 41]. Recently, robust control over these few-qubit quantum registers has enabled demonstrations of active quantum error correction [103–105].

These applications have generally relied on our ability to manipulate both the electronic and nuclear spins precisely using applied microwave and RF fields. Our aim in
the next chapters is to explore whether we can perform similar manipulations of the electronic and the $^{14}$N nuclear spins using purely optical methods. There has been extensive interest in using coherent optical techniques to manipulate the NV center’s electronic spin, which are being used to implement increasingly sophisticated gates [54, 55, 57–60] and are, in some cases, sensitive to the $^{14}$N nuclear spin [56, 61, 106]. This all-optical approach has a much higher spatial resolution than the traditional spin manipulation techniques that use RF or microwave radiation and would be ideal for manipulating NV centers that have been integrated into densely spaced arrays of nanophotonic devices like those that have been developed for related defect centers in diamond [21, 107]. In this chapter, we explore how one of these optical manipulation techniques can be pushed toward enabling high-fidelity initialization, coherent manipulation, and single-shot readout of the nuclear spin.

4.2 Nuclear-Selective Raman Transitions

4.2.1 Overview

The NV center has a spin-triplet, orbital-singlet ground state ($^3A_2$) that is optically coupled to a spin-triplet, orbital-doublet excited state ($^3E$), as shown in Fig. 4.1(a). Strain in the diamond lattice splits the $^3E$ manifold into two orbital branches, as shown in Fig. 4.1(b). A magnetic field applied along the N-V axis causes a Zeeman shift of the states with nonzero spin projection $m_S$, which results in an excited state level anticrossing (ESLAC) between the states in the lower orbital branch with primarily $m_S = 0$ and $m_S = +1$ character. This ESLAC has previously been
Figure 4.1: Level structure of the NV center. (a) A schematic diagram of the NV center’s spin-triplet, orbital-singlet ground state ($^3A_2$) and spin-triplet, orbital-doublet optically excited state ($^3E$). (b) The calculated energies of the six states in the excited $^3E$ manifold as a function of the magnetic field $B_z$ applied along the N-V axis. Each plot is colored according that state’s admixture of spin states with $m_S = +1$ (blue), 0 (black), or -1 (red). The strain splitting between the $E_x$ and $E_y$ orbital branches is set to the value of 5.5 GHz measured for this NV center, which we extract in Sec. 5.2.1. The inset shows the anticrossing between $E_y$ and $E_1$, and the vertical lines in both plots indicate the applied field.
explored in the contexts of nonresonant optical polarization of nearby nuclear spins [100, 101, 108], early demonstrations of coherent population trapping (CPT) [109], and CPT-based manipulation [55] of the electronic spin, but we use it in this chapter to demonstrate control of both the NV center’s electronic spin and the $^{14}$N nuclear spin with a coherent Raman technique.

Optical Raman transitions are a coherent two-photon process wherein two target states (the $|+1\rangle$ and $|0\rangle$ states of the NV center’s electronic spin-triplet ground state, in our case) are optically coupled to a common excited state, which we label $|E_1\rangle$. If the two optical transitions are driven far from resonance, as shown in Fig. 4.2(a), then they are coupled with an effective Rabi frequency

$$\tilde{\Omega} = \Omega_{+1}^* \Omega_0 / \Delta,$$

where $\Omega_{0(+1)}$ is the Rabi frequency with which the transition from $|0\rangle$ ($|+1\rangle$) is driven and $\Delta$ is the single-photon detuning of the two transitions. We must also consider the nuclear degree of freedom, such that our two ground states $|0, m_I^{(0)}\rangle$ and $|+1, m_I^{(+1)}\rangle$ are product states of specific electronic and nuclear spins. Since the ground state of the NV center is an orbital singlet, the selection rules that determine the specific combinations of nuclear spin projections $m_I^{(0)}$ and $m_I^{(+1)}$ that can be coupled by this Raman technique are determined solely by the electronic and nuclear spin characteristics of the excited state $|E_1\rangle$. In other words, in order to couple $|0, m_I^{(0)}\rangle$ to $|+1, m_I^{(+1)}\rangle$, $|E_1\rangle$ must contain a superposition of the product states $|m_S = 0, m_I = m_I^{(0)}\rangle$ and $|m_S = +1, m_I = m_I^{(+1)}\rangle$ such that the optical transitions, which cannot themselves flip either the electronic or nuclear spin, to both target states are allowed.
In the region of the ESLAC, the states $|E_y\rangle$ and $|E_1\rangle$, which respectively have predominantly $m_S = 0$ and $m_S = +1$ character, are brought near degeneracy. This degeneracy is lifted by three interactions that couple $|E_y\rangle$ with $|E_1\rangle$ [23]. The first two interactions, the electronic spin-spin coupling and Zeeman coupling to magnetic fields perpendicular to the N-V axis, mix $|E_y\rangle$ and $|E_1\rangle$ irrespective of the nuclear degree of freedom and enable Raman transitions that conserve the nuclear spin ($m_i^{(0)} = m_i^{(+1)}$). The third interaction, the transverse hyperfine coupling with the $^{14}$N nuclear spin (which is much stronger in the excited state than in the ground state [34, 108]), provides an electron-nuclear flip-flop interaction ($\propto S_+ I_- + S_- I_+$) and enables Raman transitions that conserve the total spin ($m_i^{(0)} = m_i^{(+1)} - 1$). Therefore, using either $|E_1\rangle$ or $|E_y\rangle$ as the intermediate state for our Raman scheme enables us to drive Raman transitions that conserve either the nuclear spin or the total spin, and we can selectively drive specific Raman transitions by setting two-photon detuning $\delta_L$ between the applied optical fields equal to the frequency difference between the desired ground states. These selection rules and their emergence from the specific interactions that couple $|E_y\rangle$ with $|E_1\rangle$ are discussed more fully in Sec. 5.3.1 of the next chapter.

4.2.2 Spectroscopy

To explore the nuclear-specific Raman transitions experimentally, we address a single NV center in the same sample described in Ch. 2. Because we hold the sample at a temperature of approximately 7 K, the optical transitions between $^3A_2$ and $^3E$ are individually resolvable. As we describe in Sec. C.1, we observe 16 of the 18 possible transitions between $^3A_2$ and $^3E$, which we can selectively address
using three external-cavity diode lasers at 637 nm that are gated by a combination of acousto-optic and electro-optic modulators.

We drive a Raman transition from $|0\rangle$ to $|+1\rangle$, as shown in Fig. 4.2(a), by applying two optical driving fields that are detuned by $\Delta \approx 870$ MHz below the transitions from $|0\rangle$ and $|+1\rangle$ to $|E_1\rangle$. Because these two fields are created by modulating a single laser with an electro-optic modulator, their relative phase is stable and their frequency difference $\delta_L$ can be controlled precisely. By sweeping $\delta_L$, we map out the multiple hyperfine transitions between $|0\rangle$ and $|+1\rangle$, which are depicted in Fig. 4.2(b). We perform this spectroscopy by initializing into the electronic $|0\rangle$ state, applying a Raman pulse to drive a transition from $|0\rangle$ to $|+1\rangle$, and then reading out the population remaining in $|0\rangle$, a sequence that is described more fully in Sec. C.2.1.

The results, shown in Fig. 4.2(b), indicate that this Raman technique is sensitive to the state of the $^{14}\text{N}$ nuclear spin. We observe the three transitions, marked by blue lines, that represent flipping the electronic spin while preserving the nuclear spin, which are commonly observed using traditional microwave manipulation techniques like we describe in Sec. 4.3.3. Crucially, we also observe two other transitions, marked by green lines, that represent driving the electronic-nuclear flip-flop transition. We do not observe other transitions, marked by faint red lines, that would not conserve either the total or the nuclear angular momentum. The relative frequencies of the five observed transitions are determined solely by the $^{14}\text{N}$ axial hyperfine coupling strength $A$, quadrupolar shift $P$, and axial Zeeman shift $\gamma_N B_z$ [24]. We extract the strength of the nuclear Zeeman shift $\gamma_N B_z/h = -118$ kHz from a measurement of the much larger electronic Zeeman splitting between $|+1\rangle$ and $|-1\rangle$ (see Fig. 4.4),
Figure 4.2: (a) The Raman transition between the ground states $|0\rangle$ and $|+1\rangle$, which is driven via the optical excited states $|E_1\rangle$ and $|E_y\rangle$. We indicate the two-photon detuning $\delta_L$, the Raman detuning $\Delta$, and the ground state hyperfine structure. (b) The hyperfine structure of the $|0\rangle$ and $|+1\rangle$ electronic states, which depends on the $^{14}$N hyperfine coupling $A$, quadrupolar shift $P$, and gyromagnetic ratio $\gamma_N$. We show the $|0\rangle \rightarrow |+1\rangle$ transitions with $|\Delta m_I| \leq 1$ that conserve the nuclear spin (blue), conserve the total spin (green), and do not conserve spin (red). (c) Spectroscopy of the hyperfine structure of the $|0\rangle \rightarrow |+1\rangle$ Raman transition, with vertical lines marking the fitted energies of the transitions shown in (b). The light grey plot corresponds to a control experiment during which no Raman pulse was applied. The subscript $N$, here and throughout chapters 4 and 5, indicates the $^{14}$N spin.
and the fitted values of $A/h = -2.151(4)$ MHz and $P/h = -4.942(9)$ MHz agree to better than 1% with previous measurements [101, 108]. This excellent correspondence indicates that we have correctly identified the individual hyperfine transitions.

### 4.3 Optical Polarization of Nuclear Spin

#### 4.3.1 Observation of Nuclear Polarization

Next, we introduce a novel method of polarizing the $^{14}$N nuclear spin via optical pumping. This method is distinct from the previously observed, nonresonant optical nuclear polarization mechanism [100, 101, 108, 110] in that we can choose, by pumping on the appropriate transitions, to either polarize the nuclear spin or not. We demonstrate this ability in Fig. 4.3. Using spectroscopy of the hyperfine Raman transitions, we show that the nuclear spin is largely unpolarized after an initial period of optical cycling, which we use to confirm that the NV center is in the correct charge state, and that we can subsequently polarize the nuclear spin by pumping on a different set of optical transitions. The enhancement of the hyperfine transitions originating in $|+1_N⟩$ and the suppression of all others implies a nuclear polarization of approximately 87%.

#### 4.3.2 Polarization Mechanism

We now present a qualitative explanation of the nuclear polarization mechanism. The two spectra shown in Fig. 4.3(b) demonstrate that the transition we use to repump the NV center from $|0⟩$ back to $|+1⟩$ or $|-1⟩$ determines whether the nuclear
Figure 4.3: Optical polarization of the $^{14}$N nuclear spin. (a) A schematic diagram of the pulse sequence used to measure the degree of nuclear polarization, which is described in more detail in Sec. C.2.2. (b) Spectroscopy of the $|0\rangle \rightarrow |+1\rangle$ Raman transition, conducted before (black, offset vertically for clarity) and after (brown) 200 $\mu$s of optical polarization.
spin is polarized. We can understand this behavior by considering the mechanisms that enable the electronic spin to flip under optical illumination and by analyzing how these mechanisms can also flip the nuclear spin.

We first consider the case, labeled “Optical Cycling” in Fig. 4.3(a), of optical pumping that does not polarize the nuclear spin. We excite from $|0\rangle$ to $|E_y\rangle$ and from $|+1\rangle$ to $|E_1\rangle$, which are both strong transitions because $|E_y\rangle$ and $|E_1\rangle$ respectively have mostly $m_S = 0$ and $m_S = +1$ character (see Figs. 4.1(b) and C.1). Therefore, after excitation, the NV center will most likely decay back to the original state, to either $|0\rangle$ or $|+1\rangle$. However, because we are operating in the vicinity of the ESLAC, where $|E_y\rangle$ and $|E_1\rangle$ are substantially mixed, there is a significant possibility that the NV center will flip the electronic spin by decaying from $|E_y\rangle$ to $|+1\rangle$ ($\Delta m_S = +1$) or from $|E_1\rangle$ to $|0\rangle$ ($\Delta m_S = -1$). Because $|E_y\rangle$ and $|E_1\rangle$ are mixed, in part, by the transverse nuclear hyperfine interaction, there is some probability that flipping the electronic spin by $\Delta m_S = +1$ or $-1$ will be accompanied, respectively, by flipping the nuclear spin by $\Delta m_I = -1$ or $+1$; this is precisely the same physics that gives rise to the Raman transitions that conserve the total spin by flipping both the electronic and nuclear spins, as described in Sec. 4.2.1. Because of the symmetry of these pumping dynamics — we pump the electronic spin back and forth between $|0\rangle$ and $|+1\rangle$ by passing through the same ESLAC in both directions — no net nuclear polarization is induced.

We expect that pumping to and from $|-1\rangle$ has a relatively small effect on nuclear polarization. We repump from $|-1\rangle$ via $|E_2\rangle$, which has mostly $m_S = -1$ character just as $|E_1\rangle$ has mostly $m_S = +1$ character. There are nonzero radiative decay rates
from both $|E_y\rangle$ and $|E_1\rangle$ to $|-1\rangle$ but they are relatively small, as are the radiative decay rates from $|E_2\rangle$ back to $|+1\rangle$ and $|0\rangle$. In fact, the dominant decay paths to and from $|-1\rangle$ are expected to be via the intersystem crossing (ISC) through the spin-singlet states. In the spin-singlet states, the two unpaired electrons occupy the same single-electron orbital states, which have relatively little spatial overlap with the $^{14}$N nucleus, as they do in the spin-triplet $^3A_2$ ground state. It is therefore reasonable to assume that the hyperfine interaction in the spin-singlet states is relatively weak, as it is in the $^3A_2$ ground state, and that the ISC decay process therefore has a negligible effect on the nuclear spin. Thus, the processes of decaying to and repumping from $|-1\rangle$ likely have little effect on the nuclear polarization in the case of optical cycling.

We now consider the case of optical polarization of the nuclear spin. In this case, we repump from $|0\rangle$ by exciting not the strong $|0\rangle \rightarrow |E_y\rangle$ transition but rather the weak $|0\rangle \rightarrow |E_2\rangle$. $|E_2\rangle$ is coupled to $|E_x\rangle$ by the spin-spin, transverse Zeeman, and transverse hyperfine interactions, just as $|E_1\rangle$ is coupled to $|E_y\rangle$. However, $|E_2\rangle$ and $|E_x\rangle$ are separated, for the NV center studied in this Letter, by more than 8 GHz, which is much larger than the $\sim 700$ MHz separation between $|E_1\rangle$ and $|E_y\rangle$. The admixture of $m_S = 0$ character in $|E_2\rangle$ is accordingly very small, which explains why the $|0\rangle \rightarrow |E_2\rangle$ transition is barely visible in the PLE spectrum shown in Fig. C.1. Nevertheless, the transition is allowed and $|E_2\rangle$, once populated, decays with high probability into $|-1\rangle$, flipping the electronic spin by $\Delta m_S = -1$. From $|-1\rangle$, we excite the NV center back to $|E_2\rangle$, from which it eventually decays back to $|+1\rangle$ and $|0\rangle$ via the ISC.

The key to the nuclear polarization mechanism is that pumping from $|+1\rangle$ to $|0\rangle$
via $|E_1\rangle$ and pumping from $|0\rangle$ to $| - 1\rangle$ via $|E_2\rangle$ both involve using the transverse hyperfine interaction to flip the electronic spin by $\Delta m_S = -1$, which is accompanied by flipping the nuclear spin by $\Delta m_I = +1$. In the steady state, therefore, this optical cycling results in a net polarization into the state $| + 1_N\rangle$. In other words, instead of pumping back and forth through the hyperfine-coupled states $|E_1\rangle$ and $|E_y\rangle$, which results in no net nuclear polarization, we use selective optical excitation to pump in the same direction through two different pairs of hyperfine-coupled states, which does result in net nuclear polarization.

4.3.3 Comparison with Nonresonant Polarization Mechanism

We claim that this optical $^{14}$N spin polarization mechanism is distinct from the nonresonant mechanism that has previously been studied at room temperature [100, 101, 108, 110]. We do, in fact, observe polarization due to this nonresonant mechanism at room temperature but not at cryogenic temperatures. We used microwave fields to perform optically detected magnetic resonance (ODMR) spectroscopy of the $|0\rangle \rightarrow |-1\rangle$ and $|0\rangle \rightarrow |+1\rangle$ transitions within the ground state triplet, which is the same measurement used in Refs. [100, 101, 108, 110] to demonstrate nuclear polarization. The results, shown in Fig. 4.4, indicate that we do observe significant nuclear polarization at room temperature but not at cryogenic temperatures. Spectroscopy of the $|0\rangle \rightarrow |+1\rangle$ transition indicates $81(3)\%$ polarization into the $|+1_N\rangle$ nuclear spin state, and spectroscopy of the $|0\rangle \rightarrow |-1\rangle$ transition indicates $80(3)\%$ polarization into the same state. This degree of nuclear polarization is to be expected, since the polarization mechanism is effective over a range of several hundred gauss around 500
Figure 4.4: ODMR spectra of the $|0\rangle \rightarrow | - 1 \rangle$ (left) and $|0\rangle \rightarrow | + 1 \rangle$ (right) transitions, measured at temperatures of 296 K (top) and 7 K (bottom). The presence of three dips is due to hyperfine coupling with the $^{14}$N nucleus and imbalance between the depths of the three dips indicates optical polarization of the $^{14}$N spin. All four measurements were conducted using nonresonant optical initialization and readout of the electronic spin at 520 nm.
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G [100] and our magnetic field was permanently aligned at room temperature to be parallel to the N-V axis.

We note that all four measurements shown in Fig. 4.4 were conducted using the same pulse sequence, with the only differences being the range of microwave frequencies scanned and the nominal microwave power applied. The same nominal microwave power corresponded to a lower Rabi frequency when driving the $|0\rangle \rightarrow |+1\rangle$ transition compared to the $|0\rangle \rightarrow |-1\rangle$ transition, likely due to frequency-dependent attenuation between the microwave source and the NV center, so we applied nominally 4 dB more power when driving the $|0\rangle \rightarrow |+1\rangle$ transition such that the $\pi$ pulse duration was approximately constant for all measurements [$1.35 \ (1.40) \ \mu s$ for the $|0\rangle \rightarrow |+1\rangle(|-1\rangle)$ transition].

The fact that we clearly do not observe significant nuclear polarization due to the nonresonant mechanism at cryogenic temperatures, even when such polarization is present at room temperature, indicates that this mechanism is not responsible for the polarization observed in Fig. 4.3. There are two possible reasons that we do not observe this nonresonant mechanism at lower temperatures. First, the degree of polarization caused by the nonresonant mechanism is sensitive to a field misalignment of $\sim 1^\circ$. Because the magnetic field was aligned at room temperature to be parallel to the N-V axis, cooling the cryostat from 296 K to 7 K may have caused enough mechanical drift due to differential thermal expansion to cause significant misalignment of the magnetic field. The ODMR spectra shown in Fig. 4.4 indicate that the axial field shifts by approximately 400 mG, suggesting the magnetic field does change as the sample is cooled down; it is, however, difficult to determine from these
measurements the precise degree to which the off-axis field might shift.

Alternatively, orbital averaging within the $^3E$ manifold, which we demonstrated in Ch. 2 is suppressed at cryogenic temperatures, may be necessary to enable the offresonant polarization mechanism. The polarization mechanism has been treated theoretically in the presence of orbital averaging [110–112], which enables the $^3E$ manifold to be treated more simply as two orbital branches that each consist of a spin triplet with an effective zero-field splitting of 1.43 GHz [34]. In this picture, orbital averaging essentially elides details of the $^3E$ fine structure and sample-to-sample inhomogeneities, such as crystal strain [35]. It is not obvious, however, how this picture changes in the cryogenic regime, where the phonon-induced mixing between the two orbital branches is slower than the optical decay rate and a detailed knowledge of the $^3E$ fine structure becomes necessary.

Looking forward, better control of our magnetic field, which was applied for this experiment using permanent magnets that were mounted with epoxy outside the cryostat, would enable us to explore the effects of both slight magnetic field misalignment and temperature on the resonant and nonresonant polarization mechanisms. These measurements could be coupled with a careful theoretical treatment, which would begin with a detailed analysis of the cryogenic structure and dynamics of the $^3E$ manifold that is similar to the approach we take in Ch. 5 and then incorporate the same phonon-induced population dynamics that were explored experimentally in Ch. 2 and theoretically in Ch. 3. In this way, we could solidify the qualitative theoretical explanation of the resonant polarization mechanism presented in Sec. 4.3.2 and merge it into a unified theoretical framework that also incorporates the room-

4.4 Spin Manipulation

4.4.1 Coherent Driving of Nuclear-Selective Electronic Transition

In addition to resolving the hyperfine Raman transitions spectrally, we demonstrate that we can drive coherent oscillations of the electronic spin that are conditioned on the nuclear spin state, as was first observed in Ref. [56]. After initializing the electronic spin to $|0\rangle$ and the nuclear spin to $|+1_N\rangle$, we apply a Raman pulse of variable duration before reading out the population that has been transferred to $|+1\rangle$. The experimental sequence is described in greater detail in Sec. C.2.3. As shown in Fig. 4.5, we observe coherent oscillations of the electronic spin between $|0\rangle$ and $|+1\rangle$ as we vary the length of the applied Raman pulse if the two-photon detuning $\delta_L$ is tuned to the $|+1_N\rangle \rightarrow |+1_N\rangle$ transition, but we observe negligible population transfer if $\delta_L$ is tuned between the $|+1_N\rangle \rightarrow |+1_N\rangle$ and $|0_N\rangle \rightarrow |0_N\rangle$ transitions.

We can use these nuclear nuclear spin-dependent electronic transitions to read out the nuclear spin. To do so, we map the nuclear spin state to the electronic spin state by applying a $\pi$ pulse on one of the three nuclear spin-preserving transitions and then read out the electronic spin population optically. Because the optical transition we use to read out the $|+1\rangle$ population also pumps efficiently to $|0\rangle$, this nuclear readout process can be repeated many times in order to increase the information acquired
Figure 4.5: Nuclear state-selective Raman driving of the electronic spin. After nuclear polarization into $m_I = +1$, a Raman pulse of variable duration is applied on either the $|+1_N\rangle \rightarrow |+1_N\rangle$ transition (blue) or between the $|+1_N\rangle \rightarrow |+1_N\rangle$ and $|0_N\rangle \rightarrow |0_N\rangle$ transitions (black), after which the electronic population in $|+1\rangle$ is measured. The values of $\delta_L$ used are marked by the vertical lines in the inset spectrum. The grey data represent a control experiment during which no Raman pulse was applied. The fit is to the function $A \left[ 1 - \cos(\pi t/T_\pi) e^{(t/T_{\text{Decay}})^p} \right] + B$ and is shown with a shaded 95% mean prediction band.
during each run. We note that, with optimization of the optical transitions that are used to read out and pump the electronic spin, this technique could, in principle, enable all-optical single-shot readout of the nuclear spin.

### 4.4.2 Driving Nuclear Spin

We now move from driving an electronic transition to driving an electronic-nuclear flip-flop transition. We first demonstrate that we can transfer population from $|+1_N\rangle$ to $|0_N\rangle$ by driving the $|+1_N\rangle \rightarrow |0_N\rangle$ Raman transition. We use a technique, which we describe in more detail in Sec. C.2.4, that is similar to the one we used in Sec. 4.3.1 to demonstrate polarization of the nuclear spin. We polarize the nuclear spin to $|+1_N\rangle$ and the electronic spin to $|0\rangle$ and then either drive the $|+1_N\rangle \rightarrow |0_N\rangle$ transition or wait for an equivalent length of time before performing spectroscopy of the Raman transitions.

The results of the spectroscopy, which are shown in Fig. 4.6, indicate that applying the Raman pulse on the $|+1_N\rangle \rightarrow |0_N\rangle$ transition does transfer population from $|+1_N\rangle$ to $|0_N\rangle$. Without the $|+1_N\rangle \rightarrow |0_N\rangle$ Raman pulse (black plot), the peaks that correspond to Raman transitions originating in $|+1_N\rangle$ are more prominent, but when the $|+1_N\rangle \rightarrow |0_N\rangle$ Raman pulse is applied (brown plot), the peaks that correspond to Raman transitions originating in $|0_N\rangle$ are more prominent and those that correspond to Raman transitions originating in $|+1_N\rangle$ are suppressed. This indicates that we can transfer nuclear population optically and on demand, but the question remains of whether we can do so coherently.

To probe the dynamics of nuclear population transfer, we vary the length of the
Figure 4.6: Observation of nuclear population transfer. We perform spectroscopy of the Raman transition, conducted after a 40 µs pulse applied on the \( |+1_N\rangle \rightarrow |0_N\rangle \) transition (brown, offset vertically for clarity) and after an equivalent wait time (black). The \(^{14}\text{N}\) spin was initially polarized to \( |+1_N\rangle \) and we read out the population that has been transferred from \( |0\rangle \) to \( |+1\rangle \). The colored arrows indicate the values of \( \delta_L \) used to measure the nuclear population dynamics (see Fig. 4.7).

Raman pulse that we apply on the \( |+1_N\rangle \rightarrow |0_N\rangle \) transition and measure the subsequent populations of \( |+1_N\rangle \) and \( |0_N\rangle \). We do so using the repetitive readout technique described in the previous section, which involves pumping the electronic spin to \( |0\rangle \), applying a \( \pi \) pulse on one of the nuclear spin-conserving transitions, reading out the population that was transferred to \( |+1\rangle \), and then repeating the process. Because the readout pulse pumps the electronic spin to \( |0\rangle \), we repeat this sequence multiple times to enhance our signal. We perform this experiment twice, first applying a Raman \( \pi \) pulse on the \( |+1_N\rangle \rightarrow |+1_N\rangle \) transition (purple arrow in Fig. 4.6) to read out a
Figure 4.7: Optical driving of the nuclear spin. We measure the $| + 1_N \rangle$ and $|0_N \rangle$ populations measured as a function of the duration of the $| + 1_N \rangle \rightarrow |0_N \rangle$ Raman pulse, applied at the frequency indicated by the black arrow in Fig. 4.6. The $^{14}$N populations are measured by applying a $\pi$ pulse on the $| + 1_N \rangle \rightarrow | + 1_N \rangle$ (purple) or $|0_N \rangle \rightarrow |0_N \rangle$ (orange) transition, indicated by the colored arrows in 4.6, and reading out the population that has been transferred to $| + 1 \rangle$. We fit the nuclear populations to $A e^{-t/T_{pump}} + B \cos(\pi t/T_{\pi}) e^{-t/T_{\text{decay}}}$ and plot the best fit and 95% mean prediction interval (solid line and shaded region) as well as the exponential component alone (dashed line).

signal proportional to the $| + 1_N \rangle$ population [purple plot in Fig. 4.7(a)] and then applying a Raman $\pi$ pulse on the $|0_N \rangle \rightarrow |0_N \rangle$ transition (orange arrow in Fig. 4.6) to read out a signal proportional to the $|0_N \rangle$ population [orange plot in Fig. 4.7(a)].

The results of this measurement are shown in Fig. 4.7. The dominant feature is incoherent population transfer from $| + 1_N \rangle$ to $|0_N \rangle$, but there also appears to be evidence of coherent oscillations on top of the incoherent pumping. We fit the

\begin{equation}
\begin{aligned}
m_f &= +1 \\
m_f &= 0
\end{aligned}
\end{equation}
nuclear population data in Fig. 4.7 to the sum of an exponential ramp and an exponentially damped sinusoid. We have observed a possible signature of coherent nuclear dynamics, but these oscillations are quickly suppressed by decoherence due to incoherent optical pumping, whose rate appears to be comparable to the Raman Rabi frequency.

Since the incoherent optical pumping is a necessary consequence of the same detuned optical driving that enables the coherent Raman transitions, it is not clear whether we should be able to observe Rabi oscillations that are significantly more coherent than those shown in Fig. 4.7. We explore this question in the next chapter by building a detailed first-principles model of the structure of the $^3E$ states. We use this model, first, to determine how close we are to the fundamental limit that the intrinsic physics of the NV center places on the coherence of our nuclear Rabi oscillations and, second, to explore how we might change our experimental parameters to more closely approach that limit. We then confirm this theoretical work by numerically simulating the Raman dynamics we would expect to observe while driving both the $|+1_N\rangle \rightarrow |+1_N\rangle$ and $|+1_N\rangle \rightarrow |0_N\rangle$ transitions and comparing the results to the measurements described in this chapter.
Chapter 5

Model of Hyperfine Raman Dynamics

5.1 Toy Raman Model

The goal of this chapter is to develop a detailed understanding of the factors that limit the coherence of the Raman manipulation demonstrated in Ch. 4. We do this by building a detailed model of the states in the excited $^3E$ manifold that uses the experimentally measured strengths of all of the elements of the $^3E$ Hamiltonian to calculate the precise electronic and nuclear spin admixtures of each state. We use this information to calculate the strengths of the coherent Raman couplings between different ground states as well as the off-resonant optical pumping rates that we believe limit the coherence of our Raman manipulation. We can then estimate how we might optimize our experimental parameters in order to maximize the strength of the coherent Raman coupling relative to the incoherent pumping rates.
Figure 5.1: Level diagram of the Raman toy model, drawn with the (a) bare excited states and (b) excited states dressed by the interaction of strength $\lambda$.

First, however, we may develop an intuition for the difficulty inherent in optimizing our Raman manipulation by considering a simple toy model. As illustrated in Fig. 5.1, we consider two ground states $|a\rangle$ and $|b\rangle$ that are optically coupled to the excited states $|A\rangle$ and $|B\rangle$ with a common optical Rabi frequency $\Omega$. The states $|A\rangle$ and $|B\rangle$, which are not necessarily degenerate, are coupled by an interaction of strength $\lambda$, so we may define the dressed states

$$
|+\rangle = \alpha |A\rangle + \beta |B\rangle \\
|\rangle = \beta |A\rangle - \alpha |B\rangle,
$$

(5.1)

where we take $\alpha$ and $\beta$ to be real. These dressed states are separated in energy by $\delta$ and we detune the two driving lasers by $\Delta$ below the transitions from $|a\rangle$ and $|b\rangle$ to $|\rangle$. These two lasers can drive a Raman transition between $|a\rangle$ and $|b\rangle$ with a Rabi frequency

$$
\tilde{\Omega}_{ab} = \tilde{\Omega}_{ab}^{(+)} + \tilde{\Omega}_{ab}^{(-)} = \Omega_{a+}^* \Omega_{a+} + \Omega_{a-}^* \Omega_{a-},
$$

(5.2)

where $\tilde{\Omega}_{ab}^{(+)}$ ($\tilde{\Omega}_{ab}^{(-)}$) is the Rabi frequency of the Raman transition driven specifically
via the dressed state |+\rangle (|-\rangle), \Omega_{a+} = \Omega\langle+|A\rangle$, etc. are the optical Rabi frequencies of the specific transitions between the given ground and dressed excited states, and \(\Delta_+ (\Delta_-)\) is the one-photon detuning from |+\rangle (|-\rangle). Because |+\rangle and |-\rangle are orthogonal, the relative minus sign in Eq. 5.1 necessarily appears in the definition of one of the states and so the Raman transitions driven through \(\Delta_+\) and \(\Delta_-\) interfere destructively with each other when the signs of \(\Delta_+\) and \(\Delta_-\) are the same. In the far detuned limit \(|\Delta| > \delta\), the total Raman Rabi frequency becomes

\[
|\tilde{\Omega}_{ab}| = \frac{\lambda^2\langle B|+\rangle\langle+|A\rangle}{\Delta_+} + \frac{\lambda^2\langle B|-\rangle\langle-|A\rangle}{\Delta_-} \\
= \frac{\lambda^2\beta\alpha}{\Delta + \delta} + \frac{\lambda^2(-\alpha)\beta}{\Delta} \\
\approx -\frac{\lambda^2\alpha\beta}{\Delta} \frac{\delta}{\Delta}. \tag{5.3}
\]

At the same time, these two lasers cause off-resonant optical pumping from both |a\rangle and |b\rangle at an average rate

\[
\Gamma_{ab} = \frac{1}{2} (\Gamma_a + \Gamma_b) \\
= \frac{1}{2} \left( \frac{|\Omega_{a+}|^2\gamma}{\Delta_+^2} + \frac{|\Omega_{a-}|^2\gamma}{\Delta_-^2} + \frac{|\Omega_{b+}|^2\gamma}{\Delta_+^2} + \frac{|\Omega_{b-}|^2\gamma}{\Delta_-^2} \right) \\
\approx \frac{|\Omega|^2\gamma}{\Delta^2}, \tag{5.4}
\]

where \(\Gamma_a (\Gamma_b)\) is the optical pumping rate out of |a\rangle (|b\rangle) and \(\gamma\) is the common radiative decay rate from |A\rangle and |B\rangle. Because both the Raman Rabi frequency and the optical pumping rate scale as \(|\Omega|^2/\Delta^2\) in the far-detuned limit, the advantage we gain by simply applying more laser power and detuning farther from the optical transitions saturates fairly quickly once \(\Delta > \delta\).
More explicitly, the figure of merit

\[ \frac{\hat{\Omega}_{ab}}{\Gamma_{ab}} = \alpha \beta \frac{\delta}{\gamma} \] (5.5)

has a very simple form and equally simple interpretation: we want the dressed states \( |+\rangle \) and \(|-\rangle \) to be roughly equal superpositions of \( |A\rangle \) and \( |B\rangle \) (i.e. maximize the product \( \alpha \beta \)) in order to enable strong optical coupling to both ground states but we also want the dressed states \( |+\rangle \) and \(|-\rangle \) to be widely separated (i.e. \( \delta \gg \gamma \)) in order to minimize the effect of destructive interference between the Raman transitions driven via the two dressed states.

We might ask whether we can maximize \( \frac{\hat{\Omega}}{\Gamma} \) by either tuning \( |A\rangle \) and \( |B\rangle \) to degeneracy to maximize the degree of mixing or by making them widely separated in order to decrease the destructive interference. Neither approach presents an obvious advantage. In the case of degeneracy, the dressed states \( |+\rangle \) and \(|-\rangle \) are split by twice the coupling strength (\( \delta = 2\lambda \)) and are equal superpositions of \( |A\rangle \) and \( |B\rangle \) (\( \alpha = \beta = 1/\sqrt{2} \)), so we find that Eq. 5.5 simply reduces to

\[ \frac{\hat{\Omega}_{ab}}{\Gamma_{ab}} = \frac{\lambda}{\gamma} \] (5.6)

In the widely detuned case, when we separate \( |A\rangle \) and \( |B\rangle \) by a large applied splitting \( \Delta_{\text{app}} \gg \lambda \), we find that \(|+\rangle \approx |B\rangle + \lambda/\Delta_{\text{app}} |A\rangle \) and \( \delta \approx \Delta_{\text{app}} \), which is also results in the simple ratio given by Eq. 5.6. We note also that tuning the lasers between \(|+\rangle \) and \(|-\rangle \) (i.e. \( \Delta_+ = -\Delta_- = -\delta/2 \)) so that the Raman transitions through the two dressed states interfere constructively also results in Eqs. 5.5 and 5.6.

Fundamentally, then, the degree to which we can drive a Raman transition coherently is simply given by the ratio of the strength \( \lambda \) of the interaction that enables
the Raman transition to the decay rate $\gamma$ that enables offresonant optical pumping, the primary decoherence mechanism. This insight, though intuitively satisfying, implies that the ratio $|\tilde{\Omega}|/\Gamma_{ab}$ is, to a large degree, set by the fundamental physics of the system and cannot be drastically changed by varying experimental parameters. Nevertheless, we must check the results of this toy model by considering the details of the interactions that give rise to the actual Raman transitions that are the focus of this work.

5.2 Hamiltonian Definition

5.2.1 Electronic Hamiltonian

In order to accurately model the optical Raman transitions we study in Ch. 4, we must first construct the electronic Hamiltonian that determines the fine structure of the $^3E$ manifold. This Hamiltonian is given by

$$H_{el} = H_{SO} + H_{SS} + H_{\text{Strain}} + H_{Z,s} + H_{Z,l},$$

(5.7)

which includes terms describing the electrons’ spin-orbit interaction ($H_{SO}$), spin-spin interaction ($H_{SS}$), interaction with crystal strain ($H_{\text{Strain}}$), and Zeeman interaction of a magnetic field with the electronic spin ($H_{Z,s}$) and orbital angular momentum ($H_{Z,l}$). We use the explicit forms of each of these Hamiltonian terms derived by Doherty, et al. [23] but we use the state labels adopted by Maze, et al. [25], which are common in the experimental NV center literature. Explicitly, our basis states, which are good eigenstates of the spin-orbit Hamiltonian that dominates at zero crystal strain and
Figure 5.2: Diagonalization of the $^3E$ electronic Hamiltonian. We construct and numerically diagonalize the electronic Hamiltonian $H_{el}$, as described in the text. In (a), the eigenenergies of the six $^3E$ states are calculated as a function of the transverse strain splitting $\delta$. In (b), we compare the calculated transition energies from the $|0\rangle$ (solid), $|+1\rangle$ (dashed), and $|-1\rangle$ (dotdashed) ground states to the measured transition frequencies extracted from the PLE spectra shown in Fig. C.1 (black dots). The low-opacity plots in (b) represent relatively weak transitions. The theoretical transition frequencies are fitted to the measured transition frequencies using only the strain splitting and average transition frequency as free parameters.
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applied magnetic field, are

$$|A_1^{(0)}\rangle = |\Phi_{8,A_1}^{so}\rangle = \frac{1}{\sqrt{2}}(|+1\rangle \otimes |E'_+\rangle + |-1\rangle \otimes |E'_-\rangle)$$

$$|A_2^{(0)}\rangle = |\Phi_{7,A_2}^{so}\rangle = -\frac{i}{\sqrt{2}}(|+1\rangle \otimes |E'_+\rangle - |-1\rangle \otimes |E'_-\rangle)$$

$$|E_x^{(0)}\rangle = |\Phi_{6,E,x}^{so}\rangle = |0\rangle \otimes |E'_{x}\rangle$$

$$|E_y^{(0)}\rangle = |\Phi_{6,E,y}^{so}\rangle = |0\rangle \otimes |E'_{y}\rangle$$

$$|E_1^{(0)}\rangle = |\Phi_{5,E,y}^{so}\rangle = \frac{i}{\sqrt{2}}(|+1\rangle \otimes |E'_+\rangle - |-1\rangle \otimes |E'_-\rangle)$$

$$|E_2^{(0)}\rangle = |\Phi_{5,E,x}^{so}\rangle = \frac{1}{\sqrt{2}}(|+1\rangle \otimes |E'_+\rangle + |-1\rangle \otimes |E'_-\rangle)$$

where $|+1\rangle$, $|-1\rangle$, and $|0\rangle$ are the electronic spin wavefunctions, $|E'_x\rangle$ and $|E'_y\rangle$ are the electronic orbital states with zero angular momentum, and

$$|E'_{\pm}\rangle = \pm \frac{1}{\sqrt{2}}(|E'_x\rangle \pm i|E'_y\rangle)$$

are the electronic orbital states with nonzero angular momentum. We include the prime symbol, which is not standard notation, in order to differentiate explicitly between the orbital states $|E'_x\rangle$ and $|E'_y\rangle$ and the eigenstates $|E_x\rangle$ and $|E_y\rangle$ of the full electronic Hamiltonian. The state labels $|\Phi_{i}^{so}\rangle$ are those used by Doherty, et al., which we provide here to facilitate explicit translation of the Hamiltonian matrices calculated in that work.

One consideration that warrants discussion is the effect of coupling between the magnetic field and the electrons’ orbital angular momentum, which Doherty, et al. do not express explicitly in terms of a measured parameter. Following Bassett, et al. [92], we define this interaction as

$$H_{Z,1} = \frac{1}{2} \mu_B g_{\text{orb}} B_z \sigma_y \otimes I_3,$$

(5.10)
where $\mu_B$ is the Bohr magneton, $g_{\text{orb}} = 2 L_z / \mu_B$ parameterizes the $z$ component of the orbital angular momentum, $B_z$ is the axial magnetic field (relative to the N-V axis), $\sigma_y$ is a Pauli matrix that operates in the $\{ |E_x', E_y'\}$ orbital basis, and $I_3$ is an identity matrix that operates in the spin basis. There are no interactions between the orbital angular momentum and transverse magnetic fields \[92\]. Translating into the basis given by Eq. 5.8, we find

$$H_{Z,l} = \frac{i}{2} \mu_B g_{\text{orb}} B_z (|A_1^{(0)}\rangle \langle A_2^{(0)}| + |E_y^{(0)}\rangle \langle E_x^{(0)}| + |E_x^{(0)}\rangle \langle E_1^{(0)}|) + \text{h.c.}$$  \quad (5.11)

We use the values for the spin-orbit and spin-spin interaction strengths measured by ultrafast optical spectroscopy \[92\] and the experimentally measured values for the ground and excited state axial $g$-factors $g_{\text{GS}}^{\parallel} = 2.0028(3)$ \[113-115\], $g_{\text{ES}}^{\parallel} = 2.15(4)$ \[92\], $g_{\text{orb}}^{\parallel} = 0.10(1)$ \[35, 116\]. We use the value of the axial magnetic field measured in Sec. 4.3.3 and we assume negligible off-axis field. The crystal strain is a free parameter and is quantized in terms of the energy splitting $\delta$ between $|E_x\rangle$ and $|E_y\rangle$.

We diagonalize $H_{el}$ to give the energies of the six $^3E$ eigenstates, which are plotted in Fig. 5.2(a) as a function of the crystal strain $\delta$. We then use the known separations of the $^3A_2$ states (see Sec. 4.3.3) to calculate the relative frequencies of all optical transitions from the ground state triplet to the six excited states, which are plotted in Fig. 5.2(b). We compare these calculated transition frequencies to those that we extract from the PLE spectrum shown in Fig. C.1. We minimize the sum of the absolute values of the errors between the measured and calculated transition frequencies in order to extract a strain splitting of $\delta = 5.5$ GHz. The excellent agreement between the measured and calculated transition frequencies shown in Fig. 5.2(b) demonstrates
that we can correctly identify the observed optical transitions and confirms the accuracy of this explicit diagonalization method.

5.2.2 Hyperfine Hamiltonian

We now extend our model to include the nuclear degree of freedom. The electronic-nuclear Hamiltonian in the excited state is given by

$$H_{\text{nuc}} = A_{\parallel}^\text{ES} S_z I_z + A_{\perp}^\text{ES} (S_+ I_- + S_- I_+) + P I_z^2 + \gamma_{14N} B \cdot I,$$

where $A_{\parallel}^\text{ES}$ and $A_{\perp}^\text{ES}$ are, respectively, the axial and transverse hyperfine coupling rates, $P$ is the $^{14}\text{N}$ quadrupolar shift, and $\gamma_{14N} = 0.3077 \text{ kHz/G}$ is the $^{14}\text{N}$ gyromagnetic ratio [39, 101, 110, 115].

The axial hyperfine coupling rate $A_{\parallel}/\hbar$ has been measured to be approximately 40 MHz [108]. This is much stronger than the ground-state hyperfine coupling rate because optical excitation to the excited state results in a significant shift of unpaired electronic spin density toward the $^{14}\text{N}$ nucleus, which significantly increases both the Fermi contact and dipolar interaction strengths [22, 117]. Although the hyperfine interaction has been assumed to be isotropic [101, 108], recent measurements have indicated that the transverse hyperfine rate is significantly smaller than the axial rate, with a value of $23 \pm 3$ MHz [110]. Although there is disagreement in the literature on the sign of $A_{\parallel}^\text{ES}$ and $A_{\perp}^\text{ES}$, physical reasoning about the mechanisms responsible for the hyperfine interaction [22] and \textit{ab initio} calculations of the $^{15}\text{N}$ hyperfine coupling parameters [117] indicate that the signs of the hyperfine coupling rates in the ground and excited state should be different. Therefore, since the ground-state hyperfine coupling rate has been established to be negative [101, 108, 115], we use $A_{\perp}^\text{ES}/\hbar = 23$
MHz for the excited-state transverse hyperfine coupling rate. Following Ref. [110], we assume that the quadrupolar shift $P$ has the same value in the excited state as in the ground state.

The total Hamiltonian $H_{\text{tot}}$ is simply the sum of the electronic-nuclear Hamiltonian $H_{\text{nuc}}$ and the electronic Hamiltonian $H_{\text{el}}$. We expand our basis from the 6 electronic states listed in Eq. 5.8, which are eigenstates of the spin-orbit Hamiltonian, to an 18-state basis, which is the tensor product of the electronic basis states with the nuclear basis states $\{| + 1_N\rangle, |0_N\rangle, | - 1_N\rangle\}$. Because the energy scales in $H_{\text{nuc}}$ are generally smaller than those in $H_{\text{el}}$, moving to this expanded basis essentially has the effect of splitting each of the electronic eigenstates whose energies are plotted in Fig. 5.2(a) into three electronic-nuclear eigenstates that are separated by a relatively small ($\lesssim 80$ MHz) and electronic spin-dependent hyperfine splitting.

### 5.2.3 Eigenstate Characterization

We now examine the six electronic-nuclear eigenstates that correspond to the electronic eigenstates $|E_y\rangle$ and $|E_1\rangle$, as these are the states via which the Raman transitions between $|0\rangle$ and $|+1\rangle$ are driven.

Each eigenstate $|\Psi_j\rangle$ of the total Hamiltonian $H_{\text{tot}}$ can be expressed either as a matrix product of the six electronic eigenstates $\{\psi_i\}$ and three nuclear spin states $\{| + 1_N\rangle, |0_N\rangle, | - 1_N\rangle\}$, or as a matrix product of the two electronic orbital states $O \in \{E'_x, E'_y\}$, three electronic spin states $\{| + 1\rangle, |0\rangle, | - 1\rangle\}$, and three nuclear spin
states:
\[ |\Psi_j \rangle = \sum_{i,m_f} c_{i,m_f}^{(j)} |\psi_{i,m_f} \rangle \]
\[ = \sum_{O \in \{E_x,E_y\},m_S,m_I} c_{O,m_S,m_I}^{(j)} |O,m_S,m_I \rangle. \]  

(5.13)

The electronic and nuclear spin makeup of each eigenstate \( |\Psi_j \rangle \), which is characterized by the coefficients \( c_{O,m_S,m_I}^{(j)} \), directly determines how that eigenstate couples to the various ground spin states and dictates which Raman transitions can be driven. We would therefore like to have a conceptual understanding of the spin characteristics of the six eigenstates, corresponding to \( |E_y \rangle \) and \( |E_1 \rangle \), that are important for mediating the Raman transitions.

To gain this understanding, we numerically diagonalize the total Hamiltonian \( H_{\text{tot}} \). We use the crystal strain that was present for the experiments described in Ch. 4, which we extract in Sec. 5.2.1, and sweep the value of the axial magnetic field \( B_z \) through the ESLAC. We plot the energies and electronic spin populations
\[ p_{m_S}(\Psi_j) = |\langle m_S |\Psi_j \rangle|^2 \]  

(5.14)
of the \( |E_y \rangle \) and \( |E_1 \rangle \) eigenstates in Fig 5.3. At low strain, the \( |E_y \rangle \) states have almost entirely \( m_S = 0 \) character and exhibit negligible magnetic sensitivity and hyperfine splitting, whereas the \( |E_1 \rangle \) states have almost entirely \( m_S = +1 \) character and exhibit a Zeeman shift and clearly defined hyperfine splitting. At the anticrossing, the two sets of eigenstates undergo the expected adiabatic transitions from one electronic spin character to the other. This behavior is precisely what one would expect in the vicinity of the ESLAC and exhibits little variation between the three eigenstates corresponding to \( |E_y \rangle \) and \( |E_1 \rangle \).
Figure 5.3: Energies and electronic spin characters of the $|E_y\rangle$ and $|E_1\rangle$ electronic-nuclear eigenstates, plotted as $B_z$ is swept through the ESLAC. In (b) and (c), the plot colors correspond to the three electronic spin populations $p_{m_S}$ and the plot textures correspond to the three electronic-nuclear eigenstates $|\Psi_j\rangle$ associated with either (b) $|E_y\rangle$ or (c) $|E_1\rangle$. The vertical line indicates the value of $B_z$ used in the experiments described in Ch. 4.
Figure 5.4: Nuclear spin characters of the $|E_y\rangle$ and $|E_1\rangle$ electronic-nuclear eigenstates, plotted as $B_z$ is swept through the ESLAC. The plot colors correspond to the three nuclear spin populations $p_{m_I}$ and the plot textures correspond to the three electronic-nuclear eigenstates $|\Psi_j\rangle$ associated with either (a) $|E_y\rangle$ or (b) $|E_1\rangle$. The vertical line indicates the value of $B_z$ used in the experiments described in Ch. 4.
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We next examine the nuclear spin populations

\[ p_{m_I}(\Psi_j) = |\langle m_I | \Psi_j \rangle|^2 \]  

(5.15)

of the \(|E_y\rangle\) and \(|E_1\rangle\) eigenstates, which we plot in Fig 5.4. Here, the behavior is less intuitive. When the electronic eigenstate has mostly \(m_S = +1\) character, as \(|E_1\rangle\) does at low values of \(B_z\) and \(|E_y\rangle\) does at high, the three electronic-nuclear eigenstates are separated by the strong hyperfine coupling and have well-defined values of \(m_I\). When the electronic eigenstate has mostly \(m_S = 0\) character, however, each eigenstate does not have a single well-defined value of \(m_I\), even well away from the anticrossing. From inspection of the nuclear spin populations, it is not obvious how each eigenstate might mediate one or more of the Raman transitions observed in Ch. 4 while maintaining the necessary selection rules (e.g. we cannot drive a Raman transition with both \(\Delta m_S = +1\) and \(\Delta m_I = +1\)). In the next section, we show that these selection rules actually arise from coherent interference between Raman transitions driven via each of the three \(|E_y\rangle\) or \(|E_1\rangle\) eigenstates.

5.3 Rate Calculation

5.3.1 Coherent Raman Rabi Frequencies

We now explicitly calculate the effective Rabi frequencies of the various Raman transitions between the \(|0\rangle\) and \(|+1\rangle\) ground states that were observed in Ch. 4. Adopting the notation of Secs. 4.2.1 and 5.1, we consider a transition between the states \(|a\rangle = |m_S = 0, m_I = m_I^{(a)}\rangle\) and \(|b\rangle = |m_S = +1, m_I = m_I^{(b)}\rangle\) driven via the
eigenstate |Ψj⟩. This is a conceptually straightforward generalization of the toy model calculation performed in Sec. 5.1.

The ground states |a⟩ and |b⟩ are optically coupled to the excited eigenstate |Ψj⟩ with Rabi frequencies

\[ \Omega_{a,j} = \Omega \langle \Psi_j | E_y', m_S = 0, m_I = m_I^{(a)} \rangle = \Omega c^{(j)*}_{E_y',0,m_I^{(a)}} \]

\[ \Omega_{b,j} = \Omega \langle \Psi_j | E_y', m_S = +1, m_I = m_I^{(b)} \rangle = \Omega c^{(j)*}_{E_y',+1,m_I^{(b)}}, \tag{5.16} \]

where we select the components of |Ψj⟩ with the E_y′ orbital state because we address the two transition with linearly polarized lasers whose polarizations are set parallel to the E_y′ dipole axis. The Raman Rabi frequency for the transition between |a⟩ and |b⟩ is therefore

\[ \tilde{\Omega}_{ab} = \sum_j \tilde{\Omega}_{ab}^{(j)} = \sum_j \frac{C_{ab}^{(j)} |\Omega|^2}{\Delta_j}, \tag{5.17} \]

where Δ_j is the one-photon detuning of the two driving lasers from |Ψj⟩ and we have defined the dimensionless transition strength

\[ C_{ab}^{(j)} = \langle E_y, m_S = +1, m_I = m_I^{(b)} | \Psi_j \rangle \langle \Psi_j | E_y, m_S = 0, m_I = m_I^{(a)} \rangle \]

\[ = c^{(j)}_{E_y',+1,m_I^{(b)}} c^{(j)*}_{E_y',0,m_I^{(a)}}. \tag{5.18} \]

To understand the observed Raman transition selection rules, we plot the transition strengths C_{ab}^{(j)} of the nine possible Raman transitions from |0⟩ to | +1⟩ in Fig. 5.5. We call attention to two features of these plots. First, since Δm_S = +1 for this transition, we expect the transitions that conserve the nuclear spin (Δm_I = 0) and the total spin (Δm_I = −1) to be allowed by the spin-spin and hyperfine interactions, respectively, and we expect all others to be suppressed. This trend is generally observed when we consider the strengths of the Raman transitions driven through the
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Figure 5.5: The transition strengths $C_{ab}^{(j)}$ of the nine possible Raman transitions from $|0\rangle$ to $|+1\rangle$ ($\Delta m_S = +1$), grouped by the change in $m_I$. The transitions strengths for the three individual eigenstates corresponding to $|E_1\rangle$ are plotted in (a) and (b) on linear and log scales and the total transition strengths for $|E_y\rangle$ and $|E_1\rangle$, summed coherently over all three eigenstates, are plotted in (c) and (d). Note that we do not consider the detunings $\Delta_j$ or laser power $|\Omega|^2$ in these plots.

individual $|E_1\rangle$ eigenstates, as shown in Figs. 5.5(a) and 5.5(b), but the distinction between the allowed and disallowed transitions is not particularly stark. When we sum the transition strengths over all three $|E_1\rangle$ eigenstates, as shown in Figs. 5.5(c) and 5.5(d), the expected hierarchy of transition strengths becomes immediately apparent. As we would expect from our toy model, the ratio of the mean strength of the transitions with $\Delta m_I = 0$ to mean strength of the transitions with $\Delta m_I = -1$ (6.08) is approximately equal to the ratio of the interaction strengths that enable those transitions ($\lambda_{ss}/A^E_{-1} = 6.70$).

Second, the summed strengths of the Raman transitions through the $|E_1\rangle$ and $|E_y\rangle$ eigenstates have nearly equal magnitudes but opposite signs. This fact reflects the statement from the toy model that the Raman transitions driven through the two
Figure 5.6: The calculated Raman Rabi frequencies $\tilde{\Omega}_{ab}$ of the nine possible Raman transitions from $|0\rangle$ to $|+1\rangle$ ($\Delta m_S = +1$), grouped by the change in $m_I$, plotted on (a) linear and (b) log scales. The colors match those used in Fig. 4.2, with blue and green indicating the observed transitions conserve the nuclear and total spin, respectively, and red indicating the other transitions, which were not observed.

eigenstates $|+\rangle$ and $|-\rangle$ interfere destructively with each other when the detunings $\Delta_+$ and $\Delta_-$ have the same sign, which is here generalized to destructive interference between the two groups of three eigenstates suppressing the rates of all nine Raman transitions. Thus, the simple physical intuition that we extract from our toy model holds independently for the nuclear spin-conserving and total spin-conserving transitions, but only when coherence among the six relevant eigenstates is taken into account.

This simple analysis, however, ignores the one-photon detunings $\Delta_j$ that factor into the expression for $\tilde{\Omega}_{ab}$ given in Eq. 5.17, which will alter the degree of interference between the eigenstates. For the data shown in Sec. 4.4.2, we estimate that the detunings from the $|E_1\rangle$ eigenstates range from -830 MHz to -910 MHz and that the
detunings from the $|E_y\rangle$ eigenstates range from -1540 MHz to -1550 MHz. We have measured a Raman Rabi frequency of $\tilde{\Omega}_{+1,+1} = 2\pi \times 78$ kHz for the $|+1_N\rangle \rightarrow |+1_N\rangle$ transition using the same laser power and detuning that we used to measure the nuclear population dynamics we are trying to understand. We can use the measured Rabi frequency, the calculated detunings, and Eq. 5.17 to extract a value of $|\Omega| = 2\pi \times 34$ MHz for our bare optical Rabi frequency. We then use this value to estimate the Raman Rabi frequencies of all nine transitions, which we plot in Fig. 5.6. We see that the clear hierarchy of transition strengths that we noted above, particularly the distinction between the transitions that were observed experimentally in Ch. 4 (black points) and those that were not (grey points), is preserved.

5.3.2 Incoherent Optical Pumping Rates

We must compare the Raman Rabi frequencies to the rates of the processes that introduce decoherence into the Raman transition. We assume the dominant contribution to this decoherence is due to the fact that the lasers we use to drive the coherent Raman transition also incoherently excite population to the various excited eigenstates, which is the decoherence mechanism that we consider in our toy model. The optical pumping rate from the ground state $|a\rangle$ to the excited eigenstate $|\Psi_j\rangle$ is given by

$$\Gamma_a^{(j)} = \frac{|\Omega_{a,j}|^2}{(\gamma_j/2)^2 + \Delta_j^2}\gamma_j = \frac{|\Omega|^2 C_{aa}^{(j)}}{(\gamma_j/2)^2 + \Delta_j^2}\gamma_j,$$

(5.19)

where $\gamma_j$ is the sum of the decay rates out of $|\Psi_j\rangle$, $\Delta_j$ is the one-photon detuning of the pumping laser from the $|a\rangle \rightarrow |\Psi_j\rangle$ transition, $\Omega$ and $\Omega_{a,j}$ are the bare and transition-specific optical Rabi frequencies defined in Eq. 5.16, and $C_{aa}^{(j)}$ is a single-ground-state
version of the transition strength defined in Eq. 5.18.

For completeness, we assume that the two applied Raman lasers can each off-resonantly pump from each of the nine ground states to each of the nine eigenstates corresponding to $|E_y\rangle$, $|E_1\rangle$, and $|E_2\rangle$, which together comprise the entire lower orbital branch. The $| -1\rangle$ and $|E_2\rangle$ states should not directly cause significant decoherence of the Raman transition because we only drive Raman transitions between the $|0\rangle$ and $| + 1\rangle$ electronic states via the $|E_y\rangle$ and $|E_1\rangle$ eigenstates, but we include them in our calculation because recognizing that $| - 1\rangle$ is not truly a dark state is important for simulating the incoherent pumping dynamics that occur alongside the coherent Raman driving. In fact, the $| + 1\rangle \rightarrow |E_1\rangle$ and $| - 1\rangle \rightarrow |E_2\rangle$ optical transitions are nearly degenerate (see Fig. C.1), so the incoherent pumping rate from $| - 1\rangle$ to $|E_2\rangle$ should be comparable to the rate from $| + 1\rangle$ to $|E_1\rangle$.

We assign a unique decay rate $\gamma_j$ to each eigenstate $|\Psi_j\rangle$ because $\gamma_j$ contains contributions not only from radiative decay, whose rate $\gamma$ is the same for all states in the $^3E$ manifold, but also from phonon-induced mixing between the various $^3E$ states and from the intersystem crossing (ISC) from $^3E$ states with $|m_S| = 1$ character, which we explored in Ch. 2. We estimate that the phonon-induced mixing, which we characterize in Sec. C.3, contributes approximately $2\pi \times 4$ MHz to $\gamma_j$ for all eigenstates, which is small but not completely negligible compared to the radiative decay rate $\gamma = 2\pi \times 13$ MHz. This increased temperature is due to using a mounting system that enables us to apply microwave driving fields to the NV center, which was not used in Ch. 2. Still, careful thermal engineering could largely eliminate this contribution to $\gamma_j$ and could slightly reduce all pumping rates $\Gamma_a^{(j)}$. 
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As we measured in Ch. 2 and explained theoretically in Ch. 3, the ISC provides an additional decay mechanism out of the $|A_1^{(0)}\rangle$, $|E_1^{(0)}\rangle$, and $|E_2^{(0)}\rangle$ states, which are approximately the electronic eigenstates in the regime of low magnetic field and crystal strain. For the experiments considered in Ch. 4, however, moderate crystal strain and the application of a substantial magnetic field have resulted in electronic eigenstates $|\Psi_j\rangle$ that are superpositions of the electronic basis states $|A_1^{(0)}\rangle$, etc., along with an additional nuclear degree of freedom. We can therefore define an effective ISC rate for each eigenstate $|\Psi_j\rangle$, which is given by

$$\Gamma_{\text{ISC},j} = |\langle A_1^{(0)} | \Psi_j \rangle|^2 \Gamma_{\text{ISC},A_1} + \left( |\langle E_1^{(0)} | \Psi_j \rangle|^2 + |\langle E_2^{(0)} | \Psi_j \rangle|^2 \right) \Gamma_{\text{ISC},E_{1,2}}, \quad (5.20)$$

where $\Gamma_{\text{ISC},A_1}$ and $\Gamma_{\text{ISC},E_{1,2}}$ are the measured ISC rates from $|A_1^{(0)}\rangle$ and $|E_{1,2}^{(0)}\rangle$, respectively.

We sum the different contributions to $\Gamma_{\text{ISC},j}$ incoherently because the three ISC processes from $|A_1^{(0)}\rangle$, $|E_1^{(0)}\rangle$, and $|E_2^{(0)}\rangle$ result in distinguishable final states. Briefly revisiting the theory of Ch. 3, we consider the ISC processes from $|A_1^{(0)}\rangle$, $|E_1^{(0)}\rangle$, and $|E_2^{(0)}\rangle$ to $|\chi_{\nu^0}\rangle$, which is an excited vibrational level of the spin-singlet $|1^1A_1\rangle$ state. The ISC process from $|A_1^{(0)}\rangle$ does not involve the emission of an $E$-symmetric phonon, whereas, per Eq. 3.2, the processes from $|E_1^{(0)}\rangle$ and $|E_2^{(0)}\rangle$ require phonons of different polarizations to couple the initial state to $|A_1^{(0)}\rangle$. As a result, the ISC process increases $\gamma_j$ by approximately $2\pi \times 0.2 \text{ MHz}$ for the $|E_y\rangle$ eigenstates and by approximately $2\pi \times 8.1 \text{ MHz}$ for the $|E_1\rangle$ eigenstates.

This increase in the incoherent pumping rates to the $|E_1\rangle$ eigenstates is mostly offset, however, by the fact that $|E_1\rangle$ has a smaller overlap with the $|E'_y\rangle$ orbital state than $|E_y\rangle$, which reduces the factor $C_{aa}^{(j)}$ that enters into the incoherent pumping rate.
has equal projections onto the $E'_x$ and $E'_y$ orbital states when the crystal strain splitting is low (cf. the electronic basis state $|E_1^{(0)}\rangle$ in Eq. 5.8) but assumes a larger projection onto the $E'_y$ orbital state as crystal strain splits the $^3E$ manifold into the $E'_x$ and $E'_y$ orbital branches. Explicitly, we find that $|\langle E'_y | E_1 \rangle|^2 \approx 0.74$, which reduces the incoherent pumping rate to the $|E_1\rangle$ eigenstates by roughly the same factor that consideration of the ISC decay increases those rates.

5.4 Optimizing Coherence of Raman Transitions

5.4.1 Raman Detuning

To quantify the degree of coherence for a given Raman transition between states $|a\rangle$ and $|b\rangle$, we use the figure of merit $\tilde{\Omega}_{ab}/\Gamma_{ab}$ we defined in the context of the toy model, which is the ratio of the coherent Raman Rabi frequency to the average optical pumping rate out of the final and initial states. This figure of merit generalizes easily to the full model, where $\tilde{\Omega}_{ab}$ is given by Eq. 5.17 and we define

$$\Gamma_{ab} = \frac{1}{2} (\Gamma_a + \Gamma_b) = \frac{1}{2} \sum_j \left( \Gamma_a^{(j)} + \Gamma_b^{(j)} \right),$$

where the pumping rates $\Gamma_a^{(j)}$ from a specific ground state to a specific excited eigenstate are given by Eq. 5.19.

We first calculate $\tilde{\Omega}_{ab}$ for each of the Raman transitions and $\Gamma_a$ for each of the ground states separately, as shown in Fig. 5.7. We set zero detuning at the point where the detunings $\Delta_j$ to all six $|E_y\rangle$ and $|E_1\rangle$ eigenstates sum to zero. As expected, we see in Fig. 5.7(a) that the Raman Rabi frequency diverges when the two lasers
Figure 5.7: Calculated Raman Rabi frequencies and optical pumping rates as a function of the Raman detuning $\Delta$. In (a), we plot the calculated Raman Rabi frequencies $\tilde{\Omega}_{ab}$ of the nine possible Raman transitions from $|0\rangle$ to $|+1\rangle$. The transition colors and textures follow the same scheme used in Figs. 4.2 and 5.6: blue and green indicate the observed transitions that conserve the nuclear and total spin, respectively, and red indicates the other transitions, which were not observed. In (b), we plot the total calculated optical pumping rates $\Gamma_a$ from the nine ground states. The color corresponds to the electronic spin and the texture corresponds to the nuclear spin ($m_I = +1/0/-1$: dashed/solid/dotted). The colored vertical lines indicate the calculated resonance frequencies of various transitions, as described in the text. In both plots, the black vertical line indicates the detuning used in the experiments described in Ch. 4.
come into resonance with $|E_y\rangle$ around +0.33 GHz, with $|E_1\rangle$ around -0.33 GHz, and, to a lesser extent, with $|E_2\rangle$ around -2.68 GHz.

By contrast, we see in Fig. 5.7(b) that the optical pumping rate displays several peaks. The peaks marked with solid purple lines are due to the two lasers in proper Raman order coming into resonance with, from the right, $|E_y\rangle$, $|E_1\rangle$, and $|E_2\rangle$. By proper Raman order, we mean that the higher-frequency laser addresses the higher-frequency transitions from $|\rangle$ while the lower-frequency laser addresses those from $|+1\rangle$. The peak marked with a dashed purple line, on the other hand, is due to the lower-frequency laser addressing the transition from $|0\rangle$ to $|E_2\rangle$. The peaks marked with the solid (dashed) red lines are due to the higher- (lower-)frequency laser addressing transitions from $| -1\rangle$ to $|E_y\rangle$, $|E_1\rangle$, and $|E_2\rangle$, again ordered from the right.

We now plot the ratio $\tilde{Q}_{ab}/\Gamma_{ab}$ in Fig. 5.8. As we would expect from our analysis of the toy model, the ratio at $\Delta = 0$, when the lasers are tuned between the transitions to $|E_y\rangle$ and $|E_1\rangle$, is roughly equal to the ratio when the lasers are detuned is set far to either side. Here, however, we must also contend with pumping on transitions other than those that are necessary to drive the Raman transition, which prevents the ratio from reaching its asymptotic value at very high detunings. We see that the detuning used in Ch. 4 was very nearly optimal. We might gain an increase in coherence by driving the Raman transition at $\Delta = 0$, but the gain would be slight and would come at the cost of increased sensitivity to the tuning of our Raman lasers relative to the optical transitions.
Figure 5.8: The calculated ratio $\tilde{\Omega}_{ab}/\Gamma_{ab}$ for the nine possible Raman transitions from $|0\rangle$ to $|+1\rangle$ as a function of the Raman detuning $\Delta$. The transition colors and textures follow the same scheme used in Figs. 4.2, 5.6, and Fig. 5.7(a): blue and green indicate the observed transitions conserve the nuclear and total spin, respectively, and red indicates the other transitions, which were not observed. The vertical black line indicates the detuning used in the experiments described in Ch. 4 and the horizontal black lines indicate the calculated ratios for the (upper) $|+1_N\rangle \rightarrow |+1_N\rangle$ and (lower) $|+1_N\rangle \rightarrow |0_N\rangle$ transitions at that detuning.
5.4.2 Transverse Magnetic Field

We also consider the possibility that our applied magnetic field is not perfectly aligned to the N-V axis. As we discuss in Sec. 4.3.3, it is possible that there was a small misalignment angle $\theta$ between the magnetic field and the N-V axis when the measurements described in Sec. 4.4 were taken. This misalignment is important because, in the electronic Hamiltonian $H_{el}$, $|E_y^{(0)}\rangle$ and $|E_z^{(0)}\rangle$ are coupled both by the electronic spin-spin interaction and by the Zeeman interaction with the transverse magnetic field. For a small misalignment, the transverse Zeeman interaction ($g_{\perp} B_{\perp}/h \approx 190$ MHz for $\theta = 5^\circ$, assuming an isotropic $g$-factor) is small compared to the scale of the $^3E$ fine structure, but it is comparable to or larger than the strengths of the spin-spin ($\lambda_{ss}/h = 154$ MHz) and hyperfine ($A_{\perp}^{ES}/h = 23$ MHz) interactions that mediate the Raman transitions.

Since the Zeeman interaction acts separately on the electronic and nuclear spins, we would expect the presence of a transverse magnetic field to significantly enhance or suppress the strength of the nuclear spin-conserving transitions and to have a smaller, higher-order effect on the electronic-nuclear flip-flop transitions. In Fig. 5.9, we plot the calculated Raman Rabi frequencies of the $|+1_N\rangle \rightarrow |+1_N\rangle$ and $|+1_N\rangle \rightarrow |0_N\rangle$ transitions that are probed experimentally in Ch. 4, as well as the optical pumping rate from all nine ground states. As expected, we see that a field misalignment of $5^\circ$ can change the Rabi frequency of the $|+1_N\rangle \rightarrow |+1_N\rangle$ transition significantly (by approximately $\pm 42\%$) but the change for the $|+1_N\rangle \rightarrow |0_N\rangle$ transition is negligible (approximately $3\%$). We see also that the total pumping rates from each ground state are mostly unchanged.
Figure 5.9: Calculated Raman Rabi frequencies and optical pumping rates as a function of the transverse magnetic field $B_\perp$. We calculate the Raman Rabi frequency $\tilde{\Omega}_{ab}$ for the (a) $|+1_N\rangle \rightarrow |+1_N\rangle$ and (b) $|+1_N\rangle \rightarrow |0_N\rangle$ transitions as a function of the angles from the total magnetic field to the N-V axis ($\theta$) and to the $x$-axis ($\phi$), which is defined by the $|E'_{x}\rangle$ orbital state. In (c), we plot the total calculated optical pumping rates $\Gamma_a$ from the nine ground states as a function of these two angles. The color corresponds to the electronic spin and the texture corresponds to the nuclear spin ($m_I = +1/0/-1$: dashed/solid/dotted).
Figure 5.10: The calculated ratio $\tilde{\Omega}_{ab}/\Gamma_{ab}$ for the (a) $| + 1_N \rangle \rightarrow | + 1_N \rangle$ and (b) $| + 1_N \rangle \rightarrow | 0_N \rangle$ transitions, plotted as a function of the angles from the total magnetic field to the N-V axis ($\theta$) and to the $x$-axis ($\phi$).

As a result, the ratio $\tilde{\Omega}_{ab}/\Gamma_{ab}$, which we plot in Fig. 5.10, changes significantly for the $| + 1_N \rangle \rightarrow | + 1_N \rangle$ transition but not for the $| + 1_N \rangle \rightarrow | 0_N \rangle$ transition. This underscores the point that the most important quantity for determining the coherence of the Raman transition is the strength of the mediating interaction divided by the sum of the decay rates out of the intermediate excited state. Changing an experimental parameter, such as the transverse magnetic field, that either enhances or suppresses a certain interaction will have a significant impact on the transitions that are mediated by that interaction but will have a small effect on those that are not.
5.5 Simulating Raman Dynamics

5.5.1 General Approach

We have calculated the figure of merit $\tilde{\Omega}_{ab}/\Gamma_{ab}$ for the various Raman transitions, but we would like to check the results of our model against the observed population dynamics more quantitatively. To that end, we numerically simulate the dynamics that occur as we drive the two specific Raman transitions studied in Ch. 4.

We consider an 18-level system consisting of the nine ground states as well as the nine excited states corresponding to $|E_y\rangle$, $|E_1\rangle$, and $|E_2\rangle$. These simulation basis states are not the electronic-nuclear eigenstates of the full Hamiltonian that we characterize in Sec. 5.2.3 but rather are the eigenstates of the full Hamiltonian minus the interactions (one component of the spin-spin interaction, the transverse Zeeman interaction, and the transverse hyperfine interaction) that couple $|E_y\rangle$ with $|E_1\rangle$. All 18 basis states therefore have well-defined values of $m_I$ and $m_S$ since, due to the strong axial magnetic field, $|E_1\rangle$ and $|E_2\rangle$ are respectively polarized into $>99.7\%$ $m_S = +1$ and $m_S = -1$.

We then turn on the three interactions that couple $|E_y\rangle$ and $|E_1\rangle$ to each other and the optical transitions that couple them respectively to the $|0\rangle$ and $|+1\rangle$ ground states. Because every state has well-defined electronic and nuclear spin projections, each ground state is optically coupled to only one excited state and vice versa. This approach is conceptually analogous to the picture of the toy model shown in Fig. 5.1(a), where the interaction of strength $\lambda$ between the two unmixed excited states is included explicitly. We numerically simulate the dynamics of the full 18-level system.
by solving the differential equations from the Heisenberg picture.

Using a common set of input parameters, we perform two simulations: one with $\delta_L$ set to drive the $|+1_N\rangle \rightarrow |+1_N\rangle$ transition and another with $\delta_L$ set to drive the $|+1_N\rangle \rightarrow |0_N\rangle$ transition. For each simulation, we assume perfect initial polarization into the $|0,+1_N\rangle$ state. We then extract the three measured quantities of interest.

From the simulation of the $|+1_N\rangle \rightarrow |0_N\rangle$ transition, we extract the nuclear spin populations of $|+1_N\rangle$ and $|0_N\rangle$ summed over all three electronic spins. From the simulation of the $|+1_N\rangle \rightarrow |+1_N\rangle$ transition, we extract the population that has been transferred out of $|0\rangle$, summed over $|+1\rangle$ and $|−1\rangle$ and all three nuclear states.

Finally, we scale these simulation results to match the nuclear populations measured while driving the $|+1_N\rangle \rightarrow |0_N\rangle$ transition, as shown in Fig. 4.7, as well as the electronic populations measured while driving the $|+1_N\rangle \rightarrow |+1_N\rangle$ transition, which is analogous to the measurement shown in Fig. 4.5. The latter measurement was performed on the same day and under the same experimental conditions as the former. We allow the vertical offset and scaling to vary independently for all three data sets, which accounts for imperfect initial nuclear polarization and the scaling from population to measured fluorescence. The one exception is that we fix the background level of the $|+1_N\rangle \rightarrow |+1_N\rangle$ simulation to the average value of the control measurement conducted without applying a Raman pulse, which is analogous to the light grey plot in Fig. 4.5. We also allow the common horizontal scaling of all three data sets to vary, which is equivalent to adjusting the power of the Raman laser, as discussed in the next section.
5.5.2 Simulation Inputs

Our simulation uses input values derived from experimental measurements whenever possible. We extract the energy levels of the ground states from microwave ESR measurements similar to those shown in Sec. 4.3.3 and we extract the energy levels of the excited states from the exact diagonalization of the excited state Hamiltonian described in Sec. 5.2. We use the known value of the axial magnetic field and the value of the crystal strain splitting extracted in Sec. 5.2.1. We estimate the Raman detunings $\Delta$ based on the known modulation frequency of 540 MHz that we applied to the EOM to produce the sideband that we used to drive the $|0\rangle \rightarrow |E_2\rangle$ transition resonantly during the nuclear polarization stage. We include the ISC and phonon-induced mixing rates described in Sec 5.3.2, which contribute to the incoherent optical pumping rates, and we assume that the NV center decays to $|0\rangle$ after undergoing the ISC into the metastable $|1E_{1,2}\rangle$ states.

Because we drive the Raman transition with light that is linearly polarized along the $|E_y\rangle$ dipole axis, the ratio of the optical Rabi frequencies $\Omega_{E_y}$ and $\Omega_{E_1}$ of the transitions to $|E_y\rangle$ and $|E_1\rangle$ are determined by those states’ overlap with the $|E_0\rangle$ orbital state. As described in Sec. 5.3.2, we find that $|\langle E_y'|E_1\rangle|^2 \approx 0.74$ and $|\langle E_y'|E_y\rangle|^2 \approx 1$, which sets $\Omega_{E_1}/\Omega_{E_y} = 0.86$. We extract the initial guesses for $\Omega_{E_y}$ and $\Omega_{E_1}$ from the bare optical Rabi frequency that we calculate in Sec. 5.3.1, but we treat the Raman laser power as a free parameter. Because the Raman Rabi frequencies and all incoherent optical pumping rates scale linearly with the Raman laser power, rescaling the simulation results horizontally is effectively equivalent to varying $\Omega_{E_y}$ and $\Omega_{E_1}$.

We select the value of $\delta_L$ that optimally drives a given Raman transition by diago-
nalizing the Hamiltonian that includes coupling between $|E_y\rangle$ and $|E_1\rangle$ and the optical driving and then calculating the energy difference between the two ground states involved in the transition. This approach has the advantage of implicitly correcting $\delta L$ for Stark shifts of the ground states caused by the Raman lasers.

The input parameter with the greatest uncertainty and impact on the simulation results is the strength of the transverse Zeeman interaction, which is related to the degree of magnetic field misalignment. As discussed in Sec. 5.4.2, the application of a magnetic field in certain directions transverse to the N-V axis can significantly enhance or suppress the Raman Rabi frequencies of the nuclear spin-conserving transitions relative to both the Raman Rabi frequencies of the electronic-nuclear flip-flop transitions and the incoherent optical pumping rates. Instead of parameterizing the transverse Zeeman interaction in terms of the geometric misalignment of the magnetic field, as in Sec. 5.4.2, we simply define its strength $\lambda_Z$, which can be either positive or negative to either enhance or suppress the nuclear spin-conserving Raman Rabi frequency. Therefore, by varying the Raman laser power and $\lambda_Z$, we can independently tune the Raman Rabi frequencies of both transitions.

### 5.5.3 Comparison with Measurement

In Fig. 5.11, we compare the results of this simulation and fitting procedure to the Raman dynamics measured while driving the $|+1_N\rangle \to |+1_N\rangle$ and $|+1_N\rangle \to |0_N\rangle$ transitions. As expected the simulation of the $|+1_N\rangle \to |0_N\rangle$ transition is essentially independent of the value of $\lambda_Z$ used, but varying $\lambda_Z$ does enable us to tune the Rabi frequency of the $|+1_N\rangle \to |+1_N\rangle$ transition. We observe excellent agreement
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Figure 5.11: Comparison of simulated and measured Raman dynamics corresponding to driving the (a) $| + 1_N \rangle \rightarrow | + 1_N \rangle$ and (b) $| + 1_N \rangle \rightarrow | 0_N \rangle$ transitions. The three sets of simulation plots [red in (a) and red/blue in (b)] correspond to simulations performed using different values of the transverse Zeeman interaction strength $\lambda_Z$. We show the best fit and 95\% mean prediction interval (solid line and shaded region) of fits to an exponentially damped sinusoid in (a) and an exponentially damped sinusoid plus an exponential ramp in (b). In (b), we also show the exponential ramp component alone (dashed line).
Figure 5.12: Comparison of oscillations in simulated and measured Raman dynamics of the $|+1_N\rangle \rightarrow |0_N\rangle$ transition. We subtract off the exponential decay from the nuclear readout data and simulations shown in Fig. 5.11(b). The data sets corresponding to the two nuclear populations are offset vertically and binned more coarsely for clarity.

between the simulated and observed Raman dynamics for $\lambda_Z \approx -95$ MHz, which corresponds to a magnetic field misalignment of approximately $5^\circ$ or more. This close agreement supports our assertion that the coherence with which we can drive the Raman transitions is primarily limited by off-resonant optical pumping due to the Raman laser.

We can also isolate the oscillatory components on the Raman dynamics observed while driving the $|+1_N\rangle \rightarrow |0_N\rangle$ transition. We use the fit shown in Fig. 5.11(b), which includes both an exponentially damped sinusoidal term and a simple exponential term, and take the simple exponential term to indicate the population dynamics
associated with incoherent pumping. Subtracting off this term and the constant offset, we are left with the data shown in Fig. 5.12. We isolate the oscillatory component of the simulation by fitting the simulation results to the the same fit function and performing the same background subtraction procedure. Again, the oscillatory behavior of the simulations agrees with that of the measured data.

5.6 Conclusion

We have experimentally demonstrated, for the first time in NV centers, control of a nuclear spin state via coherent optical excitation. We have identified the two novel electronic-nuclear flip-flop transitions spectrally and have used one of them to flip the state of the $^{14}$N nuclear spin. We have observed indications that the nuclear spin undergoes coherent oscillations, which are quickly damped out by off-resonant optical pumping or other sources of decoherence, and have confirmed these observations by numerically modeling the Raman dynamics.

Our theoretical analysis of the Raman transition indicates that the coherence with which these Raman transitions can be driven is fundamentally limited by the intrinsic physics of the NV center and that our observed coherence may already be close to that limit. We have seen in this chapter that, due solely to decoherence due to optical pumping by the lasers used to drive the Raman transitions, we would expect $\tilde{\Omega}_{ab}/\Gamma_{ab} \approx 4$ for the nuclear spin-conserving transitions (with zero transverse magnetic field) and $\tilde{\Omega}_{ab}/\Gamma_{ab} \approx 0.7$ for the electronic-nuclear flip-flop transitions. Our simulations have shown that this degree of coherence is consistent with the relative clarity of the oscillations observed for the $|+1_N\rangle \rightarrow |+1_N\rangle$ and $|+1_N\rangle \rightarrow |0_N\rangle$
transitions in Figs. 4.5 and 4.7.

This is a proof-of-principle experiment that opens the door to further studies of optical control of nuclear spins. Additional experimental work would bolster our understanding of the physics that underlie this Raman mechanism. Specifically, we have noted that imprecise control of our magnetic field alignment on the scale of a few degrees introduces substantial uncertainty into our measurements. Specifically, it introduces uncertainty into the predicted strengths of the nuclear spin-conserving transitions relative to the strengths of the electronic-nuclear flip-flop transitions and the incoherent optical pumping rates, as we described in Sec. 5.4.2. It also introduces ambiguity over why offresonant optical excitation alone does not polarize the nuclear spin as it does at room temperature, as we discuss in Sec. 4.3.3.

More precise control of all three components of the magnetic field would enable us to resolve both of these uncertainties. By applying a small transverse magnetic field and rotating its direction around the N-V axis, as simulated in Fig. 5.9, we could vary the strengths of the nuclear spin-conserving transitions at will and separate out the contributions of the transverse Zeeman interaction and the electronic spin-spin interaction to this coupling rate. Isolating the contribution due to the spin-spin interaction, whose strength is known, we can compare the measured Raman Rabi frequencies of the nuclear spin-conserving transitions to those of the electronic-nuclear flip-flop transitions in order to directly measure the transverse hyperfine coupling rate $A_{ES}^{\perp}$. This would enable us to confirm the significant anisotropy of the hyperfine interaction that has recently been inferred from measurements of nuclear polarization dynamics at room temperature [110].
Precise control of the magnetic field would also enable us to investigate the offresonant nuclear polarization mechanism in more detail. As we describe in Sec. 4.3.3, we could measure the degree of nuclear polarization as a function of temperature in order to determine the precise role that orbital averaging plays in the polarization mechanism. This knowledge would enable us to build a more comprehensive theory of nuclear polarization mechanisms in the NV center that encompasses both the resonant and nonresonant processes and that applies in both the cryogenic and room-temperature regimes.
Chapter 6

Conclusion and Outlook

6.1 Two Directions

The nitrogen-vacancy center in diamond has been the focus of intense experimental and theoretical work for more than a decade and has served as a platform for a diverse array of applications because it combines a few critical properties. By operating at cryogenic temperatures, one can coherently address several narrow, atom-like optical transitions. The variety of these transitions and our ability to tune their properties by manipulating the $^3E$ states have enabled a side range of quantum optics applications.

At the same time, the NV center’s spin-triplet ground state acts has a long coherence time and can be manipulated easily, even at room temperature. The nonresonant optical technique we use to initialize and read out the electronic spin and the microwave techniques we use to manipulate it are extremely robust. They have, for instance, been used to perform measurements on NV centers that, to give only a few examples, have been placed inside a living cell [28], or within a few nanometers of
single proteins [102] that have deposited on the diamond surface, or under pressures
equivalent to roughly 600,000 atmospheres [30]. This basic combination of properties,
along with the large bandgap and mostly nuclear spin-free nature of diamond, has
made the NV center an important platform for performing quantum optics, quantum
information, and quantum metrology experiments with solid-state systems.

In the immediate future, this field will likely proceed in two directions. One di-
rection consists of expanding upon the NV center’s established suite of experimental
techniques, building sophistication upon sophistication in order to push the NV cen-
ter’s capabilities even further. This approach may be typified by the Hanson group’s
stunning run of quantum optics experiments [49–53, 73, 97], which has culminated,
for now, in a loophole-free Bell test in NV centers separated by 1.3 km [53] and
demonstration of active entanglement purification in NV centers separated by 2 m
[52].

Similarly, the room-temperature NV center community has taken the NV center’s
relatively simple control operations—microwave and RF control of the NV center’s
electronic spin and surrounding nuclear spins plus nonresonant optical readout and
initialization of the NV center’s electronic spin—and collectively built up a library
of techniques that have continually improved the sensitivity [27, 29, 102, 118–120]
and resolution [121–125] of NV-based metrology, and have enabled increasingly ro-
bust control over room-temperature quantum registers consisting of the NV center’s
electronic spin and nearby nuclear spins [38–41, 103–105].

The other direction takes advantage of the fact that, while the NV center has
played an important role in the development of this field, it is only one out of a
number of defect centers that are currently being studied. In the past few years, several other defect centers have been characterized, described theoretically, and used in various applications. There are two main groups that have received a good deal of attention.

The first group is the family of interstitial defects in diamond that includes the negatively charged silicon-vacancy (SiV) and germanium-vacancy (GeV) centers, which are particularly well suited to quantum optics applications. Because their impurity atom is situated between two diamond lattice sites instead of at one, as is the case for the NV center, these centers have inversion symmetry that renders them first-order insensitive to external electric fields [126]. As a result, the spectral diffusion due to a fluctuating local charge environment that significantly broadens the NV center’s transitions [63] is largely absent for SiV centers [127]. Further, the Debye-Waller factor for SiV centers is much higher than for NV centers, which means that more than 75% of the photons that a SiV center emits are not correlated with the emission of a phonon into the diamond lattice [128]. By contrast, this zero-phonon line, which represents the only photons that are usable for certain quantum optics applications, represents roughly 4% of the NV center’s emission. These favorable properties have enabled the demonstration of a single-photon switch consisting of a single SiV center coupled to a nanofabricated diamond waveguide [21], a goal that had been pursued for several years in the NV center community but had proven elusive. SiV centers have the drawback, however, that the electronic spin in the ground state cannot be read out or initialized at room temperature and must be cooled to the millikelvin regime in order to exhibit coherence times comparable to those of the NV center’s ground-
state electronic spin [129]. As an alternative, the spin properties of the neutral charge state of the SiV center, which shares the negatively charged state’s excellent optical properties but has a spin-triplet ground state like the NV center’s, are beginning to be explored [130].

The second group is a family of defect centers in silicon carbide. Two of these defects, divacancies in 3C- and 4H-SiC, have recently been shown to have properties that are extremely similar to those of the NV center [131]; although their optical emission band is in the infrared instead of at 637 nm, they have a spin-triplet ground state with long coherence time and an optical excited state that is very similar to the NV center’s $^3E$ manifold. Other defects in SiC have electronic spins that, like the NV center’s, can be optically initialized and read out at room temperature, both at the bulk [132–134] and single-spin levels [135]. In fact, during the preparation of this dissertation, the cryogenic optical and spin properties of another defect center in SiC, which has a $S = 3/2$ electronic spin that is relatively rare among characterized defects, were announced for the first time [136]. There is therefore a growing collection of defects whose properties are now becoming known. These defects have different properties and may be better or worse suited for different applications, but their underlying physics is the same. This means that the techniques, both experimental and theoretical, that have been developed in the context of one defect center can have a substantial impact on the exploration of another.
6.2 Outlook for Intersystem Crossing

We have tried to develop the results presented in this dissertation so that they support the pushes in both of these directions. That is, we have presented measurements, developed experimental techniques, and performed calculations that we hope will spur further refinement of NV center-based techniques and will enable NV centers to be used for new and interesting applications. At the same time, we have tried to ground our results firmly in the underlying physics, which we hope will encourage researchers working with other defect centers to draw on and adapt our results.

For our work on the intersystem crossing (ISC), which is presented in Chs. 2 and 3, simply measuring the state-resolved ISC rates provides an important input to theoretical models of the NV center’s dynamics, such as the one that we develop in Ch. 5. More important, though, is the increased understanding of how the ISC process works. There is an intense interest in engineering methods to increase the ISC rate, since doing so would improve the performance of the spin initialization and readout techniques upon which the NV center’s room-temperature applications generally rely. However, our results, as discussed in Sec. 3.5, suggest that efforts to engineer the ISC by, for example, applying stress to the NV center to shift the singlet state closer to the $^3E$ manifold, are unlikely to have a significant impact.

On the other hand, our model does suggest the factors that may cause another defect center with a similar level structure to exhibit a strong and spin-selective ISC. These include strong spin-orbit coupling, which would drive the electronic transition quickly; strong electron-phonon coupling in the excited state manifold, which would enable all excited states with the appropriate spin—not just those that are directly
spin-orbit coupled to the ISC target state—to undergo a rapid ISC; and a splitting between the excited states and the ISC target state that is approximately equal to the energy of the quasilocal phonon mode that dominates the phonon sideband, which would create a large density of target vibronic states.

Of course, the other critical factor for determining the performance of the spin initialization and readout techniques is the rate of the return ISC process from the metastable state back to the ground state. A detailed theoretical understanding of this process in the NV center is still an open question but insight could be gained by measuring the branching ratio of this process, much as we inferred a theoretical model of the $^3E \rightarrow |^1A_1\rangle$ ISC from the measurement of the state-resolved ISC rates described in Ch. 2. One could perform this measurement by quickly populating the metastable singlet state, perhaps by optically exciting the NV center to $|A_1\rangle$ for a few tens of nanoseconds, and then individually measuring the population that decays into the three ground states from the metastable state. Although detailed measurements of the electronic spin dynamics under nonresonant excitation have indicated that the metastable state decays with roughly equal probability into $|0\rangle$ and $|\pm 1\rangle$ [69], a more precise measurement of the branching ratio and a the development of a detailed theoretical model of the return ISC process would fill a significant gap in our current understanding of the NV center’s electronic spin dynamics.

### 6.3 Outlook for Nuclear Spin Control

The outlook for our nuclear spin control work, which is presented in Chs. 4 and 5, is similar. As we describe in Ch. 5, the performance of our optical control of the
nuclear spin seems to be fundamentally limited by the physics of the NV center. We may be able to make small gains in coherence by carefully optimizing experimental parameters, but it seems unlikely that the performance of this Raman-based technique can be improved to the point at which it could serve as a robust gate in a more complex quantum control algorithm.

Proceeding with the NV center, one could adapt the increasingly sophisticated optical techniques that are being used to manipulate the optical spin [55, 58–60] for use with the electronic-nuclear flip-flop transition. Specifically, coherent population trapping (CPT) could be used instead of optical pumping to initialize the spin state [55]. CPT has been used to polarize the $^{14}$N nuclear spin [61] and we have seen in unpublished data that this technique, which involves conditioning on the electronic spin being trapped in a dark state that is sensitive to hyperfine interactions with nearby nuclear spins, can be used to polarize both the $S = 1$ $^{14}$N spin and a strongly coupled $S = 1/2$ $^{13}$C spin into any one of six $^{14}$N–$^{13}$C product states. These techniques, taken together, could enable the development of more robust methods for optical control of an NV center-based quantum register.

Looking more broadly, though, it seems likely that these techniques will ultimately prove more useful when applied to another defect center. For example, SiV centers have already proven, by virtue of their intrinsic geometrical symmetry, to be better suited for integration into nanophotonic structures [21], which is where the advantage of optical control techniques over traditional microwave and RF techniques would become most apparent. Additionally, all-optical coherent manipulation of the SiV center’s electronic spin has already been demonstrated [137, 138]. Their radiative
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decay rate [127] and phonon-induced decoherence rates [137] are generally larger than those of the NV center, but the ground-state hyperfine coupling rate to the $S = 1/2$ $^{29}\text{Si}$ nuclear spin has been measured to be 35 MHz, which is more than an order of magnitude larger than the equivalent rate for the NV center. It is not obvious that the excited-state hyperfine coupling rate would scale up in a similar fashion or that the different structure of the SiV excited state manifold would be conducive to optical manipulation of the nuclear spin, but it seems possible this technique would not be limited to the same extent by the relatively low hyperfine coupling rate in the SiV center.

Similarly, the recently characterized divacancy defect center in 3C-SiC has a hyperfine coupling rate of approximately 50 MHz with a proximal $^{13}\text{C}$ nucleus [131]. Because this defect center has an excited state structure and radiative decay rate that are similar to those of the NV center, one should be able to adapt the experimental and theoretical techniques described in Chs. 4 and 5 relatively easily.

In conclusion, the NV center and the growing family of related defect centers are sparking new applications in quantum metrology, quantum information, and quantum optics. These applications are enabled, in part, by these defects’ interactions with their solid-state environment. In this work, we have probed two of these interactions, both experimentally and theoretically, and we hope that our results will contribute to this field’s continuing advancement.
Appendix A

Supporting Material for Chapter 2

A.1 Optical Rabi Oscillation Decoherence Measurement

To measure the decoherence of optical Rabi oscillations, we apply the pulse sequence shown in Fig. A.1. The application of green light initializes the NV center to the negatively charged state by ionizing local charge traps in the diamond [63], which shifts the local electric field and, through the DC Stark effect, induces spectral diffusion of the NV center's optical transitions. We negate this spectral diffusion with a preselection stage that tests whether the NV center's transitions are resonant with the excitation lasers [73]. During the strong excitation pulse, we measure the detection times of photons in the phonon sideband (PSB) relative to the pulse beginning. The spontaneous emission rate into the PSB is instantaneously proportional to the population in $|E_x\rangle$, enabling us to measure directly the decoherence of Rabi oscillations.
Figure A.1: The pulse sequence used to measure optical Rabi decoherence. In the first stage, we initialize the NV center into the negatively charged state and $|0\rangle$ electronic state with nonresonant excitation at 532 nm, then we apply resonant excitation with reduced intensity/duty cycle to determine whether the NV center’s transitions are on resonance. The first stage is repeated until the number of photons collected during the preselection period surpasses a specified threshold. In the second stage, we strongly excite the $|0\rangle - |E_x\rangle$ transition ten times before repumping on the $|\pm 1\rangle - |A_1\rangle$ transition. Every few minutes during the experiment, we compensate for slow drifts by measuring the PSB fluorescence during the periods shown in grey: we weakly excite the $|0\rangle - |E_x\rangle$ transition to tune the excitation laser precisely, we excite the $|\pm 1\rangle - |A_1\rangle$ transition to tune the repump laser, and we count the photons emitted during nonresonant initialization to steer our optical path to track the NV center’s position.
tions and decay via spontaneous emission after the end of the pulse. We repeat this procedure at many temperatures between 5.8 K and 24 K. Typical results for three temperatures are shown in Fig. 2(a).

As described in the main text, we extract $\Gamma_{\text{Add}}$, the additional decoherence rate of the Rabi oscillations due to processes other than spontaneous emission to $|0\rangle$, from each experiment iteration. We fit the extracted values of $\Gamma_{\text{Add}}$ to

$$\Gamma_{\text{Add}} (T) = A (T - T_0)^5 + C$$

(A.1)

to extract the fit constant values

$$A = 2\pi \times (2.0 \pm 0.9) \times 10^{-5} \text{MHz/K}^5$$

(A.2)

$$T_0 = 4.4 \pm 1.5 \text{K}$$

$$C = 2\pi \times (0.08 \pm 0.56) \text{MHz},$$

where the uncertainties are the 95% confidence interval bounds on the fit parameters.

The best fit and the 95% confidence bands are shown in Fig. 2(a) in the main text. We also conducted this experiment repeatedly at 5.8 K to measure $\Gamma_{\text{Add}} = -0.34 \pm 1.87 \text{MHz}$, where the uncertainty is given by twice the standard deviation of the extracted $\Gamma_{\text{Add}}$ values.

In order to extract a value for $\eta$, which parameterizes the electron-phonon coupling strength in our model of the ISC mechanism, we set $A$ equal to the $T^5$ coefficient of the $|E_x\rangle - |E_y\rangle$ mixing rate

$$\Gamma_{\text{Mix}} = \frac{64}{\pi} \hbar \alpha \eta^2 k_B T^5,$$

(A.3)

where $\alpha = 25.9$ is a numeric constant that is calculated in Sec. 3.2.5. We find $\eta = 2\pi \times (44.0 \pm 2.4) \text{MHz meV}^{-3}$. 
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A.2 Rabi Decoherence Analysis

Figure A.2: The three-level system used to investigate population mixing between $|E_x\rangle$ and $|E_y\rangle$. The directional mixing rates $\Gamma_{\text{Mix}}^{(x)}$ and $\Gamma_{\text{Mix}}^{(y)}$, radiative decay rates $\Gamma_{\text{Rad}}^{(x)}$ and $\Gamma_{\text{Rad}}^{(y)}$, and decoherence rate $\Gamma_{T_2}$ on the $|0\rangle - |E_x\rangle$ transition are shown.

In order to extract the phonon-induced mixing rate from the Rabi decoherence data, we must understand how the various rates factor into the Rabi decoherence timescale. To that end, we solve the master equation in Lindblad form for the three level system shown in Fig. A.2. For the sake of generality, we label the two mixing rates and the two radiative decay rates separately according to the initial states of the respective processes.

We find that the emitted fluorescence ($\propto \rho_{xx} + \rho_{yy}$) oscillates within an envelope given by

$$g(t) = \frac{1}{2} \left( e^{-t/\tau_{\text{Rabi}}} + A e^{-t/\tau_2} + B \right), \quad (A.4)$$
where the exponential timescales are

\[
\frac{1}{\tau_{\text{Rabi}}} = \frac{3}{4} \Gamma_{\text{Rad}}^{(x)} + \frac{1}{2} \left( \Gamma_{\text{Mix}}^{(x)} + \Gamma_{T_2} \right) \tag{A.5}
\]

and

\[
\frac{1}{\tau_2} = \frac{1}{2} \left( 2 \Gamma_{\text{Rad}}^{(y)} + \Gamma_{\text{Mix}}^{(x)} + 2 \Gamma_{\text{Mix}}^{(y)} \right), \tag{A.6}
\]

and the coefficients are

\[
A = \frac{-\Gamma_{\text{Mix}}^{(x)}}{2 \Gamma_{\text{Rad}}^{(y)} + \Gamma_{\text{Mix}}^{(x)} + 2 \Gamma_{\text{Mix}}^{(y)}} \tag{A.7}
\]

and

\[
B = \frac{2 \left( \Gamma_{\text{Rad}}^{(y)} + \Gamma_{\text{Mix}}^{(x)} + \Gamma_{\text{Mix}}^{(y)} \right)}{2 \Gamma_{\text{Rad}}^{(y)} + \Gamma_{\text{Mix}}^{(x)} + 2 \Gamma_{\text{Mix}}^{(y)}}. \tag{A.8}
\]

Because $|E_x\rangle$ and $|E_y\rangle$ are separated by $3.9 \text{ GHz} \ll k_B T/2\pi \hbar$, we assume that $\Gamma_{\text{Mix}}^{(x)} = \Gamma_{\text{Mix}}^{(y)}$, which sets an upper limit of $A \leq \frac{1}{3}$. We therefore neglect the term of $g(t)$ that decays on a timescale of $\tau_2$ and we set the measured Rabi oscillation decoherence timescale equal to $\tau_{\text{Rabi}}$. We rearrange Eq. A.5 to find

\[
\Gamma_{\text{Mix}}^{(x)} + \Gamma_{T_2} = 2 \left( \frac{1}{\tau_{\text{Rabi}}} - \frac{3}{4} \Gamma_{\text{Rad}} \right), \tag{A.9}
\]

which is reproduced with $\Gamma_{\text{Mix}}^{(x)} = \Gamma_{\text{Mix}}$ as Eq. 1 in the main text.

If we set $\Gamma_{\text{Mix}}^{(x)}, \Gamma_{\text{Mix}}^{(y)} \to 0$, then we recover the standard result [75]

\[
g'(t) = \frac{1}{2} \left( 1 + e^{-t/\tau'_{\text{Rabi}}} \right) \tag{A.10}
\]

with

\[
\frac{1}{\tau'_{\text{Rabi}}} = \frac{3}{4} \Gamma_{\text{Rad}} + \frac{1}{2} \Gamma_{T_2}. \tag{A.11}
\]
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A.3 Fluorescence Depolarization Measurement

ZPL photons emitted by decay from the $|E_x\rangle$ and $|E_y\rangle$ states have orthogonal linear polarizations in the plane orthogonal to the N-V axis. Therefore, we can use a polarizer in the collection path to preferentially collect fluorescence from either transition while suppressing fluorescence from the other. This technique enables us to use depolarization of the NV center fluorescence to measure mixing of the electronic state population.

Our polarization selectivity, however, is not perfect. Because the N-V axis lies along the [111] crystallographic axis but we collect fluorescence emitted primarily along the [100] axis, the two polarizations are not perfectly orthogonal in the lab frame. Additionally, dichroic filters in the optical path substantially rotate polarizations that are not aligned either vertically or horizontally. As a result, there is no perfect set of polarization settings for the experiment. Instead, we must balance our simultaneous needs to suppress fluorescence from the undesired transition, collect fluorescence from the desired transition efficiently, suppress reflections of the strong excitation pulse, and excite the $|0\rangle \rightarrow |E_x\rangle$ transition efficiently.

We apply a pulse sequence similar to that shown in A.1, except that we now record the arrival times of photons emitted into the ZPL instead of the PSB. Also, we now apply a short ($\sim 2$ ns FWHM) pulse to excite the NV center efficiently into the $|E_x\rangle$ state instead of applying a a long (60 ns) pulse to observe multiple Rabi oscillations. We perform this procedure twice, with the collection optics set to collect the fluorescence from either $|E_x\rangle$ or $|E_y\rangle$. We also repeat this procedure in both configurations with the green reionization pulse disabled in order to measure
the background due to pulse reflections, ambient light, and APD dark counts. We reject photons collected before 3.3 ns after the end of the excitation pulse to further remove effects due to pulse reflections, as shown in the inset to Fig. A.3.

**A.4 Fluorescence Depolarization Analysis**

We would like to test whether the Rabi decoherence and fluorescence polarization measurements give a consistent picture of population mixing. We will take the values of $\Gamma_{\text{Mix}}$ that we extract from the Rabi decoherence data and use them to simulate the fluorescence depolarization. For the sake of simplicity, we restrict our analysis to after the excitation pulse and we ignore mixing dynamics during the pulse. Therefore, we assume that the NV has efficiently been excited into $|E_x\rangle$ and there is initially no population in $|E_y\rangle$.

We consider a three-level system: the bright state $|B\rangle$ corresponds to $|E_x\rangle$, the dark state $|D\rangle$ corresponds to $|E_y\rangle$, and the ground state $|G\rangle$ corresponds to $|0\rangle$. We solve the population rate equations

\[
\dot{\rho}_B = -\Gamma_{\text{Rad}} \rho_B - \Gamma_{\text{Mix}} (\rho_B - \rho_D) \\
\dot{\rho}_D = -\Gamma_{\text{Rad}} \rho_D + \Gamma_{\text{Mix}} (\rho_B - \rho_D),
\]

where $\Gamma_{\text{Rad}}$ is the radiative decay rate from both $|B\rangle$ and $|D\rangle$ to the ground state and $\Gamma_{\text{Mix}}$ is the mixing rate between $|B\rangle$ and $|D\rangle$, with the initial conditions $\rho_B (0) = 1$, $\rho_D (0) = 0$ to find

\[
\rho_B (t) = \frac{1}{2} e^{-\Gamma_{\text{Rad}} t} \left(1 + e^{-2\Gamma_{\text{Mix}} t}\right) \\
\rho_D (t) = \frac{1}{2} e^{-\Gamma_{\text{Rad}} t} \left(1 - e^{-2\Gamma_{\text{Mix}} t}\right).
\]
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Figure A.3: Background-subtracted fluorescence of x (red) or y (blue) polarization collected after resonant excitation to $|E_2\rangle$. The data, which are also shown in Fig. 2(b) in the main text, were taken at $T = 5.0$ K (dashed lines) and $T = 20$ K (solid lines). The fits are simulations to the three-level system described below. The inset, which shares a common $t = 0$ ns point with the main graph, shows the $x$-polarized photons collected with (solid) and without (dashed) the green reionization pulse. We reject all photons collected in the first 3.3 ns after the end of the reflected excitation pulse, as indicated by the shaded region beginning at $t = 0$ ns. We indicate the starting point $t_0$ of the mixing/radiative decay dynamics (with 95% confidence bounds), as predicted by fitting the fluorescence data to the three-level model described in the text.
To fit the observed fluorescence, we need to account for the imperfect polarization selectivity. We fit the fluorescence data shown in Fig. A.3 to

\[
\rho_B(t) = A [(1 - \epsilon) \rho_B(t - t_0) + \epsilon \rho_D(t - t_0)]
\]

\[
\rho_D(t) = A [(1 - \epsilon) \rho_D(t - t_0) + \epsilon \rho_B(t - t_0)],
\]

where \(\epsilon\) is the error in our polarization selectivity. We extract the mixing rates \(\Gamma_{\text{Rad}}(5.0 \text{K}) = 2\pi \times 0.08 \text{ MHz}\) and \(\Gamma_{\text{Rad}}(20 \text{K}) = 2\pi \times 18.5 \text{ MHz}\) from the fit to the Rabi decoherence data described in section A.1. We fit all four data sets simultaneous, using these two values of \(\Gamma_{\text{Rad}}\) and a common set of fit parameters, finding

\[
A = 0.90 \pm 0.06
\]

\[
t_0 = -3.6 \pm 0.8 \text{ ns}
\]

\[
\epsilon = 10 \pm 2\%.
\]

We find excellent agreement between the simulation fit and our data. The polarization selectivity of \(1 - \epsilon = 90\%\) is roughly consistent with our expectations of the collection path’s performance. The nonnegligible value of \(\epsilon\) reflects the necessary tradeoffs inherent our choice of polarization settings, as discussed in the previous section.

The value of \(t_0\) is also consistent with our expectations. Our simplified model of an undriven three-level system subject only to radiative decay and nonradiative population transfer is necessarily valid only after the end of the excitation pulse. The value of \(t_0\) extracted from the fit places \(t_0\) near the end of the excitation pulse’s falling edge, as shown in the inset to Fig. A.3. Essentially, the simulation, when extrapolated backward toward the excitation pulse, picks out the time that marks the beginning of
the underlying model’s validity. A more precise statement would require a model that incorporates the resonant driving dynamics that occur during the excitation pulse as well as the nonnegligible (~2 ns) width of the pulse’s falling edge, which is beyond the scope of this analysis. The success of the simplified model, however, provides strong evidence that the Rabi decoherence and fluorescence polarization measurements give a consistent picture of population mixing.

A.5 Excited State Lifetime Measurement

To measure the lifetimes of \(|A_1\rangle, |A_2\rangle, \) and \(|E_{1,2}\rangle\), we again employ an experimental procedure similar to that depicted in Fig. A.1. In this case, however, the primary excitation laser, labeled “\(E_x\)” in the figure, is tuned to the transition between ±1 and one of the \(3E\) states listed. We apply a short excitation pulse, as in the fluorescence depolarization measurement. We repump on the \(|0\rangle \rightarrow |E_y\rangle\) transition for 10 \(\mu\)s to repopulate the \(|\pm 1\rangle\) states; we repump for a longer time because the \(|E_y\rangle\) transition is more closed than the \(|A_1\rangle\) transition previously used to repump to the correct spin state. We perform this procedure at several temperatures between 5 K and 26 K.

To extract the excited state lifetimes, we fit each dataset to a single-exponential decay function. The fit window starts 4 ns after the beginning of the excitation pulse and extends for 115 ns. This 4 ns delay was selected to remove any effects of the excitation pulse, ensuring that the fluorescence we consider is solely the result of spontaneous emission.
A.6 ISC Rate from $|E_x\rangle$

We now justify the assumption that the ISC rate from $|E_x\rangle$ is negligible, which enables the state-dependent ISC rates shown in Fig. 3 in the main text to be extracted from the measured fluorescence lifetimes. The ratio of the ISC rate from the $^3E$ states with $|m_s| = 1$ ($\Gamma_{\text{ISC,} \pm 1}$) to the ISC rate from the $^3E$ states with $m_s = 0$ ($\Gamma_{\text{ISC,} 0}$) has been addressed both theoretically and experimentally [66, 69, 139].

Manson et al. [66] developed a detailed model of NV center spin dynamics from a careful consideration of the NV center’s symmetry properties. Their model predicts $\Gamma_{\text{ISC,} 0} = 0$, a conclusion that is consistent both with their measurements of the NV center’s transient behavior under nonresonant optical excitation and with the conclusions of an earlier review of nonresonant spin initialization and readout [139], which cited $\Gamma_{\text{ISC,} 0} \sim 10^3 \text{s}^{-1}$ and $\Gamma_{\text{ISC,} \pm 1} \sim 10^6 \text{s}^{-1}$. This conclusion is somewhat inconsistent, however, with the more recent observations of Robledo et al. [69], who used nonresonant excitation to measure the spin-dependent lifetimes of the $^3E$ states, the lifetime of the metastable $|1E_{1,2}\rangle$ states, and the degree of spin polarization in the $^3E$ manifold. They used these measurements to construct a phenomenological model of NV center dynamics, from which they extracted $\Gamma_{\text{ISC,} 0}/2\pi \approx 1 - 2 \text{ MHz}$. Similarly, Tetienne et al. [70] applied measurements of photoluminescence intensity, ESR contrast, and $^3E$ state lifetimes as functions of an off-axis magnetic field to the same model to extract $\Gamma_{\text{ISC,} 0}/2\pi \approx 0.8 - 1.7 \text{ MHz}$.

The question of $\Gamma_{\text{ISC,} E_x}$ is, in general, complicated by the facts that there is significant phonon-induced depolarization between $|E_x\rangle$ and $|E_y\rangle$ for $T > 15 \text{ K}$ and that the $|E_y\rangle$ and $|E_{1,2}\rangle$ states exhibit a level anticrossing when the strain-induced
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$|E_x\rangle - |E_y\rangle$ splitting is approximately 7 GHz [97]. Thus, phonons couple $|E_x\rangle$ to $|E_y\rangle$, spin-spin interaction couples $|E_y\rangle$ to $|E_{1,2}\rangle$, and $|E_{1,2}\rangle$ decay to $|^1A_1\rangle$ through the ISC mechanism described in Ch. 3. The $\Gamma_{\text{ISC},E_x}$ due to such a mechanism would depend on both temperature and crystal strain. Because both Robledo and Tetienne considered the NV center at $T = 300$ K in their models and neither specified the $|E_x\rangle - |E_y\rangle$ splitting, this mechanism could be responsible for their non-negligible values of $\Gamma_{\text{ISC},0}$. In the context of this work, however, the fact that the measured lifetime of $|E_x\rangle$ does not depend on temperature from 5 K, where mixing between $|E_x\rangle$ and $|E_y\rangle$ is negligible, to 26 K, where mixing is much faster than radiative decay, indicates that the contribution of this mechanism is negligible.

We can also place a limit of $\Gamma_{\text{ISC},E_x}$ based on the measured coherence time of optical Rabi oscillations. If we consider the low-temperature limit, where mixing between $|E_x\rangle$ and $|E_y\rangle$ is suppressed, then we can perform an analysis analogous to that described in Sec. A.2, where we substitute the ISC crossing to the singlet states for phonon-induced mixing to $|E_y\rangle$. The resulting three-level system is shown in Fig. A.4. We solve the corresponding master equation in Lindblad form and find that the emitted fluorescence ($\propto \rho_{E_xE_x}$) oscillates within an envelope given by

$$g(t) = \frac{1}{2} \left( e^{-t/\tau_{\text{Rabi}}} + 1 \right) e^{-\Gamma_{\text{ISC},E_x}t/2},$$

(A.16)

where the exponential timescale is

$$\frac{1}{\tau_{\text{Rabi}}} = \frac{3}{4} \Gamma_{\text{Rad}}^{(x)} + \frac{1}{2} \Gamma_{T_2}.$$  

(A.17)

We fit the fluorescence during the Rabi oscillations to

$$f(t) = A \left[ \cos (\Omega t - \phi) e^{-(t-t_0)/\tau_{\text{Rabi}}} + 1 \right] e^{-\Gamma_{\text{ISC},E_x}t/2},$$

(A.18)
Figure A.4: The three-level system used to extract $\Gamma_{\text{ISC},E_x}$ from a measurement of optical Rabi oscillations conducted at 5.8 K. Because the oscillation and ISC dynamics that occur over a timescale of $\sim$ 4 to 60 ns and the lifetimes of the singlet states are $\tau_{A_1} = 0.9$ ns [88] and $\tau_{E_{1,2}} \sim 370$ ns [69], we assume that population neither returns from $|1A_1\rangle$ to $|E_x\rangle$ nor decays from $|1E_{1,2}\rangle$ to $|0\rangle$ once it has undergone the ISC transition to the singlet states. Thus, we can combine $|1A_1\rangle$ and $|1E_{1,2}\rangle$ into one effective dark state.

where all quantities except for $t$ are free fit parameters. The extracted initial time $t_0$ of the Rabi oscillation decay is found to be close (within $3 \text{ ns} \sim \tau_\pi$) to the start of the excitation pulse in all cases, indicating that the visibility of the Rabi oscillations is well described by Eq. A.16.

From these fits, we extract $\Gamma_{\text{ISC},E_x}/2\pi = 0.62 \pm 0.21$ MHz. We note that our model does not take into account spin non-preserving radiative decay from $|E_x\rangle$ into the dark $|\pm 1\rangle \ 3A_2$ states or deionization into the dark NV$^0$ charge state, both of which would mimic the effect of the ISC transition into the dark metastable singlet
state. Thus, this value represents an upper bound on $\Gamma_{\text{ISC},E_z}$ that is an order of magnitude lower than the measured $\Gamma_{\text{ISC},\pm 1}$. We can therefore assume that $\Gamma_{\text{ISC},E_z}$ is negligible, in agreement with the preponderance of literature cited above.

### A.7 ISC Rate Analysis

In Fig. 3 in the main text, we fit the ISC rates observed after excitation into $|A_1\rangle$ or $|A_2\rangle$ to a simple model of phonon-induced state mixing. In this model, we assume the following sequence of events. At $t = -t_0$, we instantaneously transfer the entire population to the target state with a perfect $\pi$ pulse. Phonons induce state mixing at a rate $\Gamma_{\text{Mix}}$ until $t = 0$, at which point we begin fitting the fluorescence decay. Mixing continues at a rate $\Gamma_{\text{Mix}}$ throughout the entire fitting period, from $t = 0$ to $t = \Delta t$. We then fit the PSB fluorescence observed during the measurement period to a simple exponential. Values of $t_0 = 4$ ns and $\Delta t = 115$ ns were chosen to match the analysis performed on the experimental data, as described in the previous section.

To model the dynamics of the system under mixing between $|A_1\rangle$ and $|A_2\rangle$, radiative decay from both states, and ISC decay from $|A_1\rangle$ alone, we solve

$$
\dot{\rho}_{A_1} = - (\Gamma_{\text{Rad}} + \Gamma_{\text{ISC}}) \rho_{A_1} - \Gamma_{\text{Mix}} (\rho_{A_1} - \rho_{A_2})
$$

$$
\dot{\rho}_{A_2} = -\Gamma_{\text{Rad}} \rho_{A_2} + \Gamma_{\text{Mix}} (\rho_{A_1} - \rho_{A_2}).
$$

(A.19)

The quantity of interest is the measured fluorescence intensity, which is proportional to $\rho_{A_1} + \rho_{A_2}$. The fluorescence intensity measured after excitation into $A_{1,2}$ is given by

$$
I_{A_{1,2}} = e^{-(\Gamma_{\text{Rad}} + \Gamma_{\text{Mix}} + \Gamma_{\text{ISC}}/2) t} \left[ \frac{2\Gamma_{\text{Mix}} + \Gamma_{\text{ISC}}}{\Gamma'} \sinh \left( \frac{\Gamma'}{2} t \right) + \cosh \left( \frac{\Gamma'}{2} t \right) \right],
$$

(A.20)
where $\Gamma' = \sqrt{\Gamma_{\text{ISC}}^2 + 4\Gamma_{\text{Mix}}^2}$.

We simulate the fluorescence intensity observed during the measurement period using Eq. A.20. We expect that the mixing rate between $|A_1\rangle$ and $|A_2\rangle$ should be equal to that between $|E_x\rangle$ and $|E_y\rangle$, as described in Sec. 3.2.5. We therefore set the temperature-dependent $\Gamma_{\text{Mix}}$ equal to the value given by our fit to the $|E_x\rangle - |E_y\rangle$ mixing data, which is described in Sec. A.1.

We then apply the same analysis that we used to extract $\Gamma_{\text{ISC}}$ from our measured fluorescence intensity data, giving the effective ISC rates measured after excitation into $|A_1\rangle$ or $|A_2\rangle$ as functions of temperature and $\Gamma_{A_1}$. We perform a $\chi^2$ minimization fit to the measured temperature-dependent ISC rates to find $\Gamma_{A_1}/2\pi = 16.0 \pm 0.6$ MHz.
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B.1 ISC Process via $|^{1}E_{1,2}\rangle$

We now consider the contribution to $\Gamma_{E_{1,2}}$ due to an ISC process that uses $|^{1}E_{1,2}\rangle$ as intermediate states instead of $|A_{1}\rangle$. In this process, $|E_{1,2}\rangle$ are SO-coupled to $|^{1}E_{1,2}\rangle$, and phonons of $E$ symmetry couple $|^{1}E_{1,2}\rangle$ to $|^{1}A_{1}\rangle$. We modify Eq. 3.7, with which we begin our calculation of $\Gamma_{E_{1,2}}$, to include the contribution of this secondary process, finding

$$\Gamma_{E_{1,2}} = 2\pi\hbar^{3} \sum_{n,p,k} \left| \sqrt{2} \lambda_{\perp} \lambda_{p,k} \right|^{2} \delta(\nu_{n} + \omega_{k} - \Delta) \times \left| \frac{\langle \chi_{\nu_{n}} \mid \chi'_{\nu_{n'}'} \rangle}{\omega_{k}} - \sum_{n'} \frac{2\langle \chi_{\nu_{n'}} \mid \chi''_{\nu_{n''}} \rangle \langle \chi''_{\nu_{n''}} \mid \chi'_{\nu_{n'}} \rangle}{\Delta + \Delta' - \nu_{n'}} \right|^{2}, \quad (B.1)$$

where $|\chi''_{\nu_{n''}}\rangle$ is an excited vibrational level of $|^{1}E_{1,2}\rangle$ that is separated from $|^{1}E_{1,2}\rangle$ by an energy spacing $\nu_{n''}$ and $\Delta'$ is the $|^{1}A_{1}\rangle - |^{1}E_{1,2}\rangle$ energy splitting. We add the two contributions’ amplitudes instead of their magnitudes because the final states arrived at by both processes are identical for given values of $n$, $p$, and $k$. The two terms
have opposite signs because the phonon is emitted first (second) for the mechanism using $|A_1\rangle$ ($|E_{1,2}\rangle$) as an intermediate state, making the detuning denominator $E_i - \hat{H}_0$ negative (positive).

Because the energy spacing $\Delta + \Delta'$ ($368 \pm 47 + 1190$ meV [88]) is large compared to the extent of the phonon sideband ($\sim 500$ meV [82, 89]), we make the simplifying assumption that $\langle \chi_0 | \chi''_{\nu_n} \rangle$ is only appreciable for $\nu_{n'} \ll \Delta + \Delta'$. We use this approximation, the expression for the phonon spectral density in the acoustic regime given by Eq. 3.9, and the identity operator $\hat{1} = \sum_{n'} | \chi''_{\nu_n} \rangle \langle \chi''_{\nu_n} |$ to find

$$\Gamma_{E_{1,2}} = 8 \hbar^2 \chi_1^2 \eta \int_0^\Omega \omega^3 \sum_n \delta (\nu_n + \omega - \Delta) \left( \frac{1}{\omega} - \frac{2}{\Delta + \Delta'} \langle \chi_0 | \chi'_{\nu_n} \rangle - \sum_{n'} \frac{2 \nu_{n'} \langle \chi_0 | \chi''_{\nu_n} \rangle \langle \chi''_{\nu_n'} | \chi'_{\nu_n} \rangle}{(\Delta + \Delta')^2} \right)^2 d\omega. \quad (B.2)$$

Finally, we neglect the last term, which is a second-order correction in $\nu_{n'}, \omega \ll \Delta + \Delta'$, to find

$$\Gamma_{E_{1,2}} = 8 \hbar^2 \chi_1^2 \eta \int_0^\Omega \omega^3 \left( \frac{1}{\omega} - \frac{2}{\Delta + \Delta'} \right)^2 \times F(\Delta - \omega) d\omega. \quad (B.3)$$

This expression trivially reduces to Eq. 3.12 for $\Delta' \to \infty$. This modification constitutes a $\sim 15\%$ downward correction to $\Gamma_{E_{1,2}}$ for the relevant values of $\Delta$ and $\Omega$, as shown in Fig. 3.6.
B.2 Introduction to Dynamic Jahn-Teller Effect

The $^3E$ excited state manifold exhibits the dynamic Jahn-Teller (JT) effect, which means that $E$-symmetric lattice vibration modes couple to the two degenerate, $E$-symmetric electronic orbital states [71, 140]. We now calculate explicitly how this coupling impacts the transverse spin-orbit coupling rate $\lambda_\perp$, which is a crucial input to our model of the ISC mechanism. This section is based on a calculation performed mainly by M. W. Doherty.

Let $\{ |X\rangle, |Y\rangle \}$ and $(x, y)$ be the orbital electronic states of the triplet $^3E$ manifold and the generalized displacement coordinates of a set of pseudo-local $E$-symmetric phonon modes, respectively. In the absence of the JT interaction, the vibrational equations for the phonon modes corresponding to each orbital state are identical and separable, and have the form

$$\left[ -\frac{\hbar}{2M} \nabla^2 + \frac{1}{2} k (x^2 + y^2) \right] |\chi_i(x,y)\rangle = \epsilon_i |\chi_i(x,y)\rangle,$$

where $M$ is the carbon atomic mass, $k$ is the harmonic spring constant of the phonon modes, and $|\chi_i\rangle$ is the $i^{th}$ vibrational solution with energy $\epsilon_i = (\nu_i + 1/2) \hbar (k/M)^{1/2}$ determined by the total number of quantum excitations $\nu_i$; this is simply the standard solution to the two-dimensional harmonic oscillator. It follows that the vibronic states of the $^3E$ manifold have well defined electronic and vibrational quantum numbers

$$\Psi_{X,i} = |X\rangle \otimes |\chi_i\rangle, \quad \Psi_{Y,i} = |Y\rangle \otimes |\chi_i\rangle.$$  \hfill (B.5)

In the presence of the JT interaction, however, the vibrational equations of the $|X\rangle$ and $|Y\rangle$ orbital states become linearly coupled and can not be solved separately. Consequently, the vibronic states no longer have well-defined electronic and vibrational
quantum numbers. The \(i\)th vibronic state is now

\[
|\Psi_i\rangle = |X\rangle \otimes |\chi_{i,x}\rangle + |Y\rangle \otimes |\chi_{i,y}\rangle \tag{B.6}
\]

and satisfies the equation

\[
\left\{ \left[ -\frac{\hbar}{2M} \nabla^2 + \frac{1}{2} k (x^2 + y^2) \right] + f (x\sigma_z - y\sigma_x) \\
+ g \left[ (x^2 - y^2) \sigma_z + 2xy\sigma_x \right] \right\} |\Psi_i(x, y)\rangle \\
= \epsilon_i |\Psi_i(x, y)\rangle, \tag{B.7}
\]

where

\[
\sigma_x = |X\rangle\langle Y| + |Y\rangle\langle X|, \quad \sigma_z = |X\rangle\langle X| - |Y\rangle\langle Y|, \tag{B.8}
\]

and \(f\) and \(g\) are the linear and quadratic JT interaction parameters, respectively \[140\].

The two lowest-energy solutions of the JT equation are degenerate and have well-defined \(E\) symmetry. Because our analysis is mostly performed in the low-temperature limit, we restrict ourselves to those two solutions and denote them

\[
|\Psi_1\rangle = |X\rangle \otimes |\chi_{1,x}\rangle + |Y\rangle \otimes |\chi_{1,y}\rangle \\
|\Psi_2\rangle = |X\rangle \otimes |\chi_{2,x}\rangle + |Y\rangle \otimes |\chi_{2,y}\rangle. \tag{B.9}
\]

We note that, although the vibronic states are normalized to 1, the vibrational functions \(|\chi_{1,x}\rangle\), etc. are not.

### B.3 Calculation of Ham Reduction Factor

We now use these vibronic solutions to construct the fine-structure states of the \(3E\) manifold, which we use to calculate the Ham reduction factor. For example, the
electronic state

\[ |A_1\rangle = \frac{1}{\sqrt{2}} \left( |X\rangle \otimes |S_x\rangle + |Y\rangle \otimes |S_y\rangle \right), \]  

(B.10)

which is an eigenstate of the NV center’s intrinsic electronic Hamiltonian at low crystal strain and magnetic field, becomes

\[ |A_1^{JT}\rangle = \frac{1}{\sqrt{2}} \left( |\Psi_1\rangle \otimes |S_x\rangle + |\Psi_2\rangle \otimes |S_y\rangle \right), \]  

(B.11)

when the JT interaction is taken into account, where \( |S_x\rangle \) and \( |S_y\rangle \) are the symmetrized \( S = 1 \) spin states. The other five eigenstates of the \( ^3E \) manifold can be constructed in a similar fashion. We note that, because the vibronic states \( |\Psi_1\rangle \) and \( |\Psi_2\rangle \) are degenerate in the absence of crystal strain and have the same \( E \) symmetry as the orbital states \( |X\rangle \) and \( |Y\rangle \), this change preserves the familiar \( ^3E \) fine structure and optical selection rules.

We now consider the axial spin-orbit interaction

\[ V_{SO}^{||} = L_z S_z, \]  

(B.12)

where \( L_z \) and \( S_z \) are the axial orbital and spin angular momentum operators. We explicitly evaluate the expectation value of \( V_{SO}^{||} \) corresponding to \( |A_1^{JT}\rangle \) to find the reduced axial spin-orbit coupling rate

\[ \lambda_{||}^{JT} \equiv \langle A_1^{JT}|V_{SO}^{||}|A_1^{JT}\rangle = p \lambda_{||}. \]  

(B.13)

Here, we have introduced the unreduced axial spin-orbit coupling rate

\[ \lambda_{||} = \langle A_1|V_{SO}^{||}|A_1\rangle = \langle A_2|V_{SO}^{||}|A_2\rangle \]

\[ = -\langle E_1|V_{SO}^{||}|E_1\rangle = -\langle E_2|V_{SO}^{||}|E_2\rangle \]

(B.14)
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and the Ham reduction factor

\[ p = \text{Re} \left( \langle \chi_{1,x} | \chi_{2,y} \rangle - \langle \chi_{1,y} | \chi_{2,x} \rangle \right) \leq 1, \quad (B.15) \]

which depends on the overlaps of the vibrational functions of \(|\Psi_1\rangle\) and \(|\Psi_2\rangle\). We see that in the absence of the JT interaction, \(|\Psi_1\rangle\) and \(|\Psi_2\rangle\) are the separable products of orbital and vibronic states given by Eq. B.6, and so

\[
\begin{align*}
\langle \chi_{1,x} | \chi_{2,y} \rangle &= \langle \chi_0 | \chi_0 \rangle = 1 \\
\langle \chi_{1,y} | \chi_{2,x} \rangle &= 0,
\end{align*}
\]

(B.16)

where \(|\chi_0\rangle\) is the ground vibrational level calculated in the absence of the JT interaction. This leads to the expected result \(p = 1\).

We evaluate \(p\) by using the values \(f = -0.74 \text{eV}/\text{Å}, g = 1.76 \text{eV}/\text{Å}^2\), and \(k = 14.5 \text{eV}/\text{Å}^2\) found by Abtew, et al. [140] to solve Eq. B.7 numerically. We find the six lowest-energy solutions over a square region of side length \(L = 1 \text{Å}\) using Dirichlet boundary conditions, which require that the vibrational wavefunction go to zero at the boundaries of the region. The calculated eigenenergies

\[ \epsilon_i = \{36.6, 36.6, 71.5, 103.4, 114.5, 114.5\} \text{ meV} \quad (B.17) \]

agree to better than 1% with those found by Abtew, et al. The two lowest-energy solutions explicitly give \(|\Psi_1\rangle\) and \(|\Psi_2\rangle\), from which we can extract \(p = 0.43\).

The transverse spin-orbit coupling rate \(\lambda_{\perp}\) that mediates the ISC transition from the spin-triplet \(|A_1\rangle\) state to the spin-singlet \(|^1A_1\rangle\) state is also reduced by an analogous Ham reduction factor \(q_{\nu_n}\), which can be calculated using a similar method. This reduction factor is given by

\[ q_{\nu_n} = \frac{\langle \chi'_{\nu_n} | \chi_{1,x} \rangle + \langle \chi'_{\nu_n} | \chi_{2,y} \rangle}{2 \langle \chi'_{\nu_n} | \chi_0 \rangle}, \quad (B.18) \]
where $|\chi_{\nu_n}'\rangle$ is an excited vibrational level of $|{}^1A_1\rangle$. Since this factor depends on the specific excited vibrational level of $|{}^1A_1\rangle$ to which the NV is decaying, we can integrate it into Eqs. 3.4, 3.5, and 3.7 by including it in the sum over all $|{}^1A_1\rangle$ excited vibronic states. In this way, we can simply include the Ham reduction factor in our definition of the vibrational overlap function $F(\Delta)$, which is given by Eq. 3.5.
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C.1 Optical Transition Spectroscopy

In order to identify and address the correct optical transitions, we use photoluminescence excitation (PLE) spectroscopy to probe the structure of the $^3E$ excited state manifold. We initialize the NV center to $|0\rangle$ by applying green light at 520 nm and then pumping resonantly on the $|±1\rangle → |A_2\rangle$ transitions, or we initialize to $|±1\rangle$ or $|-1\rangle$ by initializing to $|0\rangle$ and then applying a non-hyperfine-selective microwave $\pi$ pulse. We then probe the optical transitions to $^3E$ by applying a laser at 637 nm whose frequency is locked to a variable setpoint using a HighFinesse WS-6 wavelength meter.

The resulting spectra, which are shown in Fig. C.1, indicate that we can resolve 16 of the 18 possible optical transitions. We can identify the specific transitions by comparing these spectra to the calculated eigenstates of the $^3E$ manifold, as described in Sec. 5.2.1. We then use the wavelength meter to lock our lasers to the appropriate
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Figure C.1: Spectroscopy of the $^3E$ excited state manifold. We measure the (a) PLE spectra of the optical transitions between the $^3A_2$ ground state triplet and $^3E$ excited state manifold. The initial $^3A_2$ state is indicated by the spectrum color and the final $^3E$ state is indicated below each line. The arrows, whose colors match those in the pulse sequences shown in Fig. 4.3 and Sec. C.2, indicate the transitions or approximate frequencies used to (red) drive the off-resonant Raman transition, (orange) optically pump from $|+1\rangle$ and $|-1\rangle$ to $|0\rangle$, and (light or dark blue) optically pump from $|0\rangle$.

frequencies for driving the Raman and pumping transitions indicated by the arrows in Fig. C.1.
C.2 Measurement Sequences

We now illustrate and describe in detail the measurement sequences used to take the data shown in Ch. 4.

C.2.1 Raman Spectroscopy

The Raman spectroscopy technique is the basic unit with which the measurements of this project are built. In Fig. C.2, we illustrate the pulse sequence used to acquire the Raman spectroscopy data shown in Fig. 4.2(c). Details of the sequence are discussed in the text.

Figure C.2: Schematic illustration of the pulse sequence used to acquire the Raman spectroscopy data shown in Fig. 4.2(c). Details of the sequence are discussed in the text.

The Raman spectroscopy technique is the basic unit with which the measurements of this project are built. In Fig. C.2, we illustrate the pulse sequence used to acquire the Raman spectroscopy data shown in Fig. 4.2(c).

First, as we discuss in Sec. A.1 in the context of our other experimental work, the application of light at 520 nm initializes the NV center to the negatively charged state, which causes spectral diffusion of the NV center’s optical transitions. We negate this
spectral diffusion with a preselection stage that tests whether the NV center is in the correct charge state and whether its transitions are resonant with the excitation lasers [73], which are applied for 120 $\mu$s on transitions from all three ground states. This preselection stage is repeated until a sufficient number of photons are detected during the probe window.

Next, we perform two Raman spectroscopy sequences. In each, we first polarize the electronic spin to $|0\rangle$ by pumping on the $|+1\rangle \rightarrow |E_1\rangle$ and $|-1\rangle \rightarrow |E_2\rangle$ transitions for 4 $\mu$s. These transitions are strong because $|E_1\rangle$ and $|E_2\rangle$ are mostly polarized into $m_S = +1$ and $m_S = -1$, respectively, by the axial magnetic field and these transitions pump efficiently to $|0\rangle$ because of the significant admixture of $m_S = 0$ character in $|E_1\rangle$. Moreover, these transitions are nearly degenerate because the electronic $g$-factors in the ground and excited states are similar (see Fig. C.1), so they can both be driven efficiently by a single laser. We next apply the two Raman lasers for 15 $\mu$s before reading out the population that remains in $|0\rangle$ by exciting the $|0\rangle \rightarrow |E_y\rangle$ transition for 4 $\mu$s.

We next perform a control measurement by repeating the Raman spectroscopy sequence without the Raman pulse. We create the two sidebands that drive the Raman transition by applying a modulation frequency $f_{\text{mod}} = \delta_L/2$ to an electro-optic amplitude modulator (EOM), where $\delta_L$ is the Raman two-photon detuning. We then repeat this pair of sequences 40 times per preselection cycle and sweep $f_{\text{mod}}$ to map out the range of $\delta_L$ shown in Fig. 4.2(c).
Figure C.3: Schematic illustration of the pulse sequence used to acquire the nuclear polarization data shown in Fig. 4.3(b). Details of the sequence are discussed in the text.

C.2.2 Nuclear Polarization

We use a similar sequence, which is illustrated in Fig. C.3, to characterize the nuclear polarization mechanism, as shown in Fig. 4.3(b). As with the Raman spectroscopy measurement, the preselection is performed by pumping on optical transitions from all three ground states that do not, in aggregate, result in polarization of the nuclear spin. For this measurement, the green laser was applied for 12 $\mu$s and the preselection lasers were applied for 30 $\mu$s. The green-preselection stage is collectively represented by the “Optical Cycling” stage shown in Fig. 4.3(a).

After the preselection, we perform two identical copies of the Raman spectroscopy sequence that was described in the previous section, using a Raman pulse length of 8 $\mu$s for this measurement, with a nuclear polarization stage in between. The nuclear
polarization stage consists of optically pumping from \(|+1\rangle\) and \(|-1\rangle\) on the same transitions as in the preselection stage and pumping from \(|0\rangle\) on the transition to \(|E_2\rangle\) instead of \(|E_y\rangle\), as we discuss in Sec. 4.3.2. This sequence is only performed once per green-preselection cycle. We again sweep the EOM modulation frequency \(f_{\text{mod}}\) to probe all of the possible Raman transitions.

### C.2.3 Driving Electronic Transition

![Schematic illustration of the pulse sequence used to measure population dynamics on the \(|+1_N\rangle \rightarrow |+1_N\rangle\) transition, as shown in Fig. 4.5. Details of the sequence are discussed in the text. The green-preselection stage is omitted for concision.](image)

We use the sequence illustrated in Fig. C.4 to measure Rabi oscillations on the \(|+1_N\rangle \rightarrow |+1_N\rangle\) transition, which are shown in Fig. 4.5. For simplicity, we do not show the green-preselection stage. Unlike in Figs. C.2 and C.3, we use the \(|0\rangle \rightarrow |E_2\rangle\) transition for preselection instead of the \(|0\rangle \rightarrow |E_y\rangle\) transition so that we can polarize the nuclear spin during the preselection stage. Similar to Fig. C.2, we perform the
sequence shown in Fig. C.4 40 times per green-preselection cycle.

We repolarize the nuclear spin to $| + 1_N \rangle$ by pumping on the nuclear-polarizing transitions for 20 $\mu$s before performing three iterations of the Raman spectroscopy sequence. In all iterations of the spectroscopy sequence, we excite the $| + 1 \rangle \rightarrow | E_1 \rangle$ and $| - 1 \rangle \rightarrow | E_2 \rangle$ transitions to read out the population that has been transferred to $| + 1 \rangle$. We tune the Raman two-photon detuning between the $| + 1_N \rangle \rightarrow | + 1_N \rangle$ and $| 0_N \rangle \rightarrow | 0_N \rangle$ transitions for the first iteration, we tune the Raman two-photon detuning to the $| + 1_N \rangle \rightarrow | + 1_N \rangle$ transition for the second iteration, and we omit the Raman pulse for the third iteration. We sweep the duration of both Raman pulses to map out the population dynamics during Raman driving.

C.2.4 Driving Electronic-Nuclear Transition

We use the sequence illustrated in Fig. C.5 to measure population dynamics on the $| + 1_N \rangle \rightarrow | 0_N \rangle$ transition, as shown in Fig. 4.7. As with the measurement described in the previous section, the sequence illustrated in Fig. C.5 was performed 40 times per green-preselection cycle and the $| 0 \rangle \rightarrow | E_2 \rangle$ transition was used during the preselection stage to polarize the nuclear spin while performing the preselection check..

In this measurement, we first perform a Raman spectroscopy sequence with $\delta_L$ tuned to the $| + 1_N \rangle \rightarrow | 0_N \rangle$ transition and a variable Raman pulse duration. We next perform the Raman spectroscopy sequence many times with the two-photon detuning tuned to either the $| + 1_N \rangle \rightarrow | + 1_N \rangle$ or $| 0_N \rangle \rightarrow | 0_N \rangle$ transition. This process repetitively maps the nuclear spin population to the electronic spin so that
Figure C.5: Schematic illustration of the pulse sequence used to measure population dynamics on the $|+1_N\rangle \rightarrow |0_N\rangle$ transition, as shown in Fig. 4.7. Details of the sequence are discussed in the text. The green-preselection stage is omitted for concision.

It can be read out. The length of this Raman pulse is set to 3.21 $\mu$s, which was the measured value that maximized the population transfer from $|0\rangle$ to $|+1\rangle$. This mapping sequence is performed 10 times with the $|+1_N\rangle \rightarrow |+1_N\rangle$ transition and 30 times with the $|0_N\rangle \rightarrow |0_N\rangle$ transition, and in Fig. 4.7 we plot the average signal per repetition. After these repetitions, we optically pump for 20 $\mu$s to repolarize the nuclear spin.

The sequence we use to measure nuclear population transfer, as shown in Fig. 4.6, is similar to that illustrated in Fig. C.5 but with three differences. First, we fix the length of the Raman pulse applied on the $|+1_N\rangle \rightarrow |0_N\rangle$ transition to 40 $\mu$s for the brown plot, and we replace that pulse with 40 $\mu$s of waiting for the black plot. In both cases, we remove the brief readout pulse on the $|+1\rangle \rightarrow |E_1\rangle$ and $|-1\rangle \rightarrow |E_2\rangle$
transitions. Second, we only perform one subsequent Raman spectroscopy sequence to read out the nuclear spin. Third, we fix the length of the nuclear readout Raman pulse to 15 $\mu$s and we sweep the EOM modulation frequency $f_{\text{mod}}$ in order to probe all of the Raman transitions.

C.3 Characterization of Phonon-Induced Mixing

In this section, we characterize the amount of phononic mixing between the $^3E$ states, which contributes to the incoherent optical pumping that limits the coherence of our Raman manipulation, as discussed in Sec. 5.3.2. We measured this mixing rate using the same technique that we used in Ch. 2 to measure the state-resolved ISC rates. We used a short optical pulse to excite the NV center to the $|A_2\rangle$ state, which is expected to have a negligible ISC rate, and then measured the decay timescale of the resulting fluorescence. Because the ISC rate from $|A_2\rangle$ is negligible and we applied only a small magnetic field, which should not appreciably mix $|A_2\rangle$ and $|A_1\rangle$, we would expect the decay timescale to be roughly equal to the radiative decay timescale measured in Ch. 2.

We apply the same technique we employed to convert the measured excited state lifetimes to the ISC rates we plot in Fig. 2.3 and extract an effective ISC rate of $\Gamma_{A_2}/2\pi = 1.2 \pm 0.5$ MHz. Converting this ISC rate to a sample temperature using the fit and 95% confidence interval shown in Fig. 2.3, we find a sample temperature of $14 \pm 1$ K, which implies that sample mounting chip used to apply our microwave pulses raises the sample temperature by approximately 7 K relative to the coldfinger temperature. We emphasize that microwave pulses were only used for characterization
measurements and were not used in any of the pulse sequences described in the previous section.

The coldfinger temperature was set 1.7 K higher for the Raman measurements shown in Figs. 4.6 and 4.7 than for this thermometry measurement, so we add the same offset to the extracted sample temperature. We then use the fit of our phonon-induced mixing rate as a function of temperature, which we describe in Sec. A.1, to convert this sample temperature to a mixing rate of $2\pi \times (4.1 \pm 1.7)$ MHz.
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