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Concerns about a lack of reproducibility of statistically significant
results have recently been raised in many fields, and it has been
argued that this lack comes at substantial economic costs. We here
report the results from prediction markets set up to quantify the
reproducibility of 44 studies published in prominent psychology
journals and replicated in the Reproducibility Project: Psychology.
The prediction markets predict the outcomes of the replications
well and outperform a survey of market participants’ individual
forecasts. This shows that prediction markets are a promising tool
for assessing the reproducibility of published scientific results. The
prediction markets also allow us to estimate probabilities for the
hypotheses being true at different testing stages, which provides
valuable information regarding the temporal dynamics of scientific
discovery. We find that the hypotheses being tested in psychology
typically have low prior probabilities of being true (median, 9%) and
that a “statistically significant” finding needs to be confirmed in a
well-powered replication to have a high probability of being true.
We argue that prediction markets could be used to obtain speedy
information about reproducibility at low cost and could potentially
even be used to determine which studies to replicate to optimally
allocate limited resources into replications.
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The process of scientific discovery centers on empirical testing
of research hypotheses. A standard tool to interpret results in

statistical hypothesis testing is the P value. A result associated
with a P value below a predefined significance level (typically
0.05) is considered “statistically significant” and interpreted as
evidence in favor of a hypothesis. However, concerns about the
reproducibility of statistically significant results have recently
been raised in many fields including medicine (1–3), neuroscience
(4), genetics (5, 6), psychology (7–11), and economics (12, 13). For
example, an industrial laboratory could only reproduce 6 out of 53
key findings from “landmark” studies in preclinical oncology (2)
and it has been argued that the costs associated with irreproducible
preclinical research alone are about US$28 billion a year in the
United States (3). The mismatch between the interpretation
of statistically significant findings and a lack of reproducibility
threatens to undermine the validity of statistical hypothesis testing
as it is currently practiced in many research fields (14).
The problem with inference based on P values is that a P value

provides only partial information about the probability of a tested
hypothesis being true (14, 15). This probability also depends on the
statistical power to detect a true positive effect and the prior
probability that the hypothesis is true (14). Lower statistical power
increases the probability that a statistically significant effect is a
false positive (4, 14). Statistically significant results from small
studies are therefore more likely to be false positives than sta-
tistically significant results from large studies. A lower prior
probability for a hypothesis to be true similarly increases the
probability that a statistically significant effect is a false positive

(14). This problem is exacerbated by publication bias in favor of
speculative findings and against null results (4, 16–19).
Apart from rigorous replication of published studies, which is

often perceived as unattractive and therefore rarely done, there
are no formal mechanisms to identify irreproducible findings.
Thus, it is typically left to the judgment of individual researchers
to assess the credibility of published results. Prediction markets
are a promising tool to fill this gap, because they can aggregate
private information on reproducibility, and can generate and dis-
seminate a consensus among market participants. Although pre-
diction markets have been argued to be a potentially important
tool for assessing scientific hypotheses (20–22)—most notably in
Robin Hanson’s paper “Could Gambling Save Science? Encour-
aging an Honest Consensus” (20)—relatively little has been done
to develop potential applications (21). Meanwhile, the potential of
prediction markets has been demonstrated in a number of other
domains, such as sports, entertainment, and politics (23–26).
We tested the potential of using prediction markets to estimate

reproducibility in conjunction with the Reproducibility Project:
Psychology (RPP) (9, 10). The RPP systematically replicated
studies from a sampling frame of three top journals in psychol-
ogy. To investigate the performance of prediction markets in this
context, a first set of prediction markets were implemented in
November 2012 and included 23 replication studies scheduled to
be completed in the subsequent 2 mo, and a second set of
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prediction markets were implemented in October 2014 and in-
cluded 21 replication studies scheduled to be completed before
the end of December 2014. The prediction markets were active
for 2 wk at each of these occasions.
For each of the replication studies, participants could bet on

whether or not the key original result would be replicated. Our
criterion for a successful replication was a replication result, with
a P value of less than 0.05, in the same direction as the original
result. In one of the studies, the original result was a negative
finding, and successful replication was thus defined as obtaining
a negative (i.e., statistically nonsignificant) result in the replication.
Information on the original study and the setup of the replication
were accessible to all participants.
In the prediction markets, participants traded contracts that pay

$1 if the study is replicated and $0 otherwise. This type of contract
allows the price to be interpreted as the predicted probability of the
outcome occurring. This interpretation of the price is not without
caveats (27) but has an advantage of being simple and reasonably
robust (28), especially in settings where traders’ initial endowments
are the same and traders’ bets are relatively small. Invitations to
participate in the prediction markets were sent to the email list of
the Open Science Framework, and for the second set of markets
also to the email list of the RPP collaboration. Participants were not
allowed to bet in those markets where they were involved in car-
rying out the replication. In the first set of prediction markets, 49
individuals signed up and 47 of these actively participated; in the
second set, 52 individuals signed up and 45 of these actively par-
ticipated. Before the markets started, participants were asked in a
survey for their subjective probability of each study being replicated.
Each participant was endowed with US$100 for trading.

Results
The prediction markets functioned well in an operational sense.
Participation was broad, i.e., trading was not dominated by a
small subset of traders or concentrated to just a few of the markets.
In total, 2,496 transactions were carried out. The number of

transactions per market ranged from 28 to 108 (mean, 56.7), and
the number of active traders per market ranged from 18 to 40
(mean, 26.7). We did not detect any market bias regarding bets
on success (“long positions”) or failure (“short positions”) to
replicate the original results. In the final portfolios held at market
closing time (Supporting Information), we observed approximately
the same number of bets on success and failure.
The mean prediction market final price is 55% (range, 13–

88%), implying that about half of the 44 studies were expected to
replicate. Out of the 44 scientific studies included in the pre-
diction markets, the replications were completed for 41 of the
studies, with the remaining replications being delayed. Of the 41
completed, 16 studies (39%) replicated and 25 studies (61%) did
not replicate according to the market criterion for a successful
replication (Supporting Information).
We evaluate the performance of the markets in three ways.

We test whether the market prices are informative; if the market
prices can be interpreted as probabilities of replication; and if
the prediction markets predict the replication outcomes better
than a survey measure of beliefs. When interpreting a market
price larger than 50% as predicting successful replication and a
market price smaller than 50% as predicting failed replication,
informative markets are expected to correctly predict more than
50% of the replications. We find that the prediction markets
correctly predict the outcome of 71% of the replications (29 of
41 studies; Fig. 1), which is significantly higher than 50% (one-
sample binomial test; P = 0.012).
Interpreting the prediction market prices as probabilities

means that not all markets with a price larger (smaller) than 50%
are expected to correspond to successful (failed) replications.
The expected prediction rate of the markets depends on the
distribution of final market prices, which in our study implies
that 69% of the outcomes are expected to be predicted correctly.
This is very close to the observed value of 71%. To formally test
whether prediction market prices can be interpreted as probabilities
of replication, we estimated a linear probability model (with
robust SEs) with the outcome of the replication as a function of
the prediction market price. If market prices equal replication
probabilities, the coefficient of the market price variable should
be equal to 1 and the constant in the regression should be equal
to zero. The coefficient of the market price variable is 0.995,
which is significantly different from zero (P = 0.003), but not
significantly different from 1 (P = 0.987). The constant (−0.167)
is not significantly different from zero (t = −1.11, P = 0.276).

Fig. 1. Prediction market performance. Final market prices and survey
predictions are shown for the replication of 44 publications from three top
psychology journals. The prediction market predicts 29 out of 41 replications
correctly, yielding better predictions than a survey carried out before the
trading started. Successful replications (16 of 41 replications) are shown in
black, and failed replications (25 of 41) are shown in red. Gray symbols are
replications that remained unfinished (3 of 44).

Fig. 2. Relationship between market price and prior and posterior proba-
bilities p0, p1, and p2 of the hypothesis under investigation. Bayesian inference
(green arrows) assigns an initial (prior) probability p0 to a hypothesis, in-
dicating its plausibility in absence of a direct test. Results from an initial study
allows this prior probability to be updated to posterior p1, which in turn de-
termines the chances for the initial result to hold up in a replication, and thus
the market price in the prediction market. Once the replication has been
performed, the result can be used to generate posterior p2. Observing the
market price, and using the statistical characteristics of the initial study and the
replication, we can thus reconstruct probabilities p1, p2, and p0. Detailed cal-
culations are presented in Supporting Information.
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The prediction market can also be compared with the pre-
trading survey of participants’ beliefs about the probability of
replication. A simple average of the survey correctly predicts
58% of outcomes (23 of 40; Fig. 1; survey data are missing for
one market), which is not significantly different from 50% (one-
sample binomial test; P = 0.429). A weighted average, using self-
reported expertise as weights, correctly predicts 50% (20 of 40)
of outcomes, which is not significantly different from 50% (one-
sample binomial test; P = 1.00). The absolute prediction error is
significantly lower for the prediction market than for both the
pretrading survey (paired t test, n = 40, t = −2.558, P = 0.015)
and the weighted survey (paired t test, n = 40, t = −2.727, P =
0.010; see Supporting Information for a more detailed compari-
son of the prediction market and survey responses). The pre-
diction market thus outperforms the survey measure of beliefs.
The above results suggest that the prediction markets generate

good estimates of the probability that a published result will be
replicated. Note that the probability of successful replication is
not the same thing as the probability of a tested hypothesis being
true. The probability of a tested hypothesis being true, also re-
ferred to as the positive predictive value or PPV (4), can however
be estimated from the market price (Fig. 2). Using information
about the power and significance levels of the original study and
the replications (see Supporting Information for details), it can be
estimated for three stages of the testing process: the prior
probability (p0) before observing the outcome of the initial study;
the probability after observing the result of the initially published
study (p1); and the probability after observing the outcome of the
replication (p2). A summary of the results of these estimations
are shown in Fig. 3; a more detailed breakdown is given in
Supporting Information.
Our analysis reveals priors (p0) for the 44 studies ranging from

0.7% to 66% with a median (mean) of 8.8% (13%). This rela-
tively low average prior may reflect that top psychology journals

focus on publishing surprising findings, i.e., positive findings on
relatively unlikely hypotheses. The probability that the research
hypothesis is true after observing the positive finding in the first
study (p1) ranges from 10% to 97% with a median (mean) of
56% (57%) for the 44 studies. This estimate implies that about
43% of statistically significant research findings published in these
top psychology journals can be expected to be false positives.
For the 41 studies replicated so far, we can also estimate the

posterior probability that the research finding is true contingent
on observing the result of the replication (p2). This probability
ranges between 93.0% and 99.2% with a median (mean) of 98%
(97%) for the 16 studies whose result was replicated, and between
0.1% and 80% with a median (mean) of 6.3% (15%) for the 25
studies that were not replicated.
These results show that prediction markets can give valuable

insights into the dynamics of information accumulation in a re-
search field. Eliciting priors in this manner allows us to evaluate
whether hypotheses are tested appropriately in a given research
field. A common, but incorrect, interpretation of a published
result with a P < 0.05 is that it implies a 95% probability of the
research hypothesis being true. Interestingly, our findings imply
that to achieve such a high probability of the research hypothesis
being true, a “statistically significant” positive finding needs to be
confirmed in a well-powered replication. This illustrates the
importance of replicating positive research findings before they
are given high credibility. It remains to be studied how psychology
compares in this aspect to other fields.

Discussion
The RPP project recently found that more than one-half of 100
original findings published in top psychology journals failed to
replicate (10). Our prediction market results suggest that this
relatively low rate of reproducibility should not come as a sur-
prise to the profession, as it is consistent with the beliefs held by
psychologists participating in our prediction market.
As can be seen in Fig. 1, original findings for which the market

prices indicated a low probability of replication were indeed
typically not replicated. However, there were also some findings
that failed to replicate despite high market prices that indicated
that participants had less doubts about those findings. An in-
teresting hypothesis is that in some of these cases it was the
replication itself, rather than the original finding, that failed. It
would thus be particularly interesting to carry out additional
replications of these studies.
Although our results suggest that prediction markets can be

used to obtain accurate forecasts regarding the outcome of
replications, one limitation of the approach we used in this study
lays in the necessity to run replications so that there is an outcome
to trade on. Some studies such as large field experiments may be
very costly to replicate (29). One way to mitigate this would be to
run prediction markets on a number of studies, from which a
subset is randomly selected for replication after the market closes
(20). Such an approach could provide quick information about
reproducibility at low cost. Moreover, prediction markets could
potentially be used as so-called “decision markets” (30, 31) to
prioritize replication of some studies, such as those with the lowest
likelihood of replication. This would generate salient and infor-
mative signals about reproducibility, and help optimizing the al-
location of resources into replication.

Materials and Methods
The RPP by the Open Science Collaboration (10) sampled papers in the 2008
issues of three top psychology journals: Journal of Personality and Social
Psychology, Psychological Science, and Journal of Experimental Psychology:
Learning, Memory, and Cognition. In the case of several studies in one pa-
per, typically the last study of each paper was selected for replication.

We chose 23 studies for the first set of prediction markets and 21 studies
for the second set of prediction markets, where the chosen studies were

Fig. 3. Probability of a hypothesis being true at three different stages of
testing: before the initial study (p0), after the initial study but before the
replication (p1), and after replication (p2). “Error bars” (or whiskers) repre-
sent range, boxes are first to third quartiles, and thick lines are medians.
Initially, priors of the tested hypothesis are relatively low, with a median of
8.8% (range, 0.7–66%). A positive result in an initial publication then moves
the prior into a broad range of intermediate levels, with a median of 56%
(range, 10–97%). If replicated successfully, the probability moves further up,
with a median of 98% (range, 93.0–99.2%). If the replication fails, the
probability moves back to a range close to the initial prior, with a median of
6.3% (range, 0.01–80%).
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scheduled to be replicated within 2mo after the completion of the prediction
market. For each replication, the hypothesis of the original study was sum-
marized by one of the authors of this paper and submitted to the replication
team for comments and final approval. In 1 of the 23 studies in the first
prediction market, the chosen experiment was changed by the replicating
researcher after the survey had been performed but before the trading
started (SI ref. 34 in Supporting Information); we thus lack survey data for
this study. One of the 21 studies in the second prediction market was later
changed for a different experiment to be replicated (SI ref. 59 in Supporting
Information), but for completeness we still include the prediction market
and survey data for this study (although there are no current plans to rep-
licate this study).

Participants in the prediction market were researchers in various fields of
psychology, ranging from graduate students to professors. Fourteen par-
ticipants were directly involved in one or several replication studies (15
studies in total) and were not allowed to make trades on the outcomes of
these specific studies. Sixteen participants participated in both sets of pre-
diction markets. Before the prediction market, the participants filled out a
survey. For each study, participants were asked two questions. One was
meant to capture their beliefs of reproducibility: “How likely do you think it
is that this hypothesis will be replicated (on a scale from 0% to 100%)?”
Participants were also asked about their expertise in the area: “How well do
you know this topic? (not at all, slightly, moderately, very well, extremely
well).” We transformed this latter measure into a 1–5 scale, and it was used
to construct the weighted average belief measure from the survey.

Trading in the prediction market took place through a web-based market
interface in collaboration with Consensus Point (www.consensuspoint.com/),
a leading provider of prediction market research technology. Before starting
to trade, participants received information about the trading procedure as
well as logins. Trading accounts were initially endowed with $100 (expressed
as 10,000 “points”). These points were used to make predictions of suc-
cessful replication. Predictions were made by buying and selling stocks on
the hypotheses on an interface that highlighted the forecasting function-
ality of the market (Supporting Information). In the prediction market,
participants traded contracts that pay $1 (i.e., 100 points) if the study is
replicated and $0 otherwise. This type of contract allows the price to be
interpreted as the predicted probability of the outcome occurring. For each
hypothesis, participants could see the current market prediction for the
probability of successful replication.

The trading platform used an automated marker maker implementing a
logarithmic market scoring rule (32). This algorithm offers a buying price and

a selling price at all times, ensuring that there is always a counterpart with
which to trade. More specifically, the algorithm uses the net sales (s) the
market maker has done so far in a market to determine the prices for a
(infinitesimally small) trade as P = exp(s/b)/(exp(s/b) + 1). To buy stocks,
participants chose YES on the trading interface and entered how many
points they would like to invest. For each additional point invested in a YES
position, the price (and the predicted probability for successful replication)
increased. To sell stocks, participants chose NO on the trading interface and
entered how many points they would like to invest. For each additional
point invested in a NO position, the price decreased. Participants could also
buy (sell) shares by increasing (decreasing) an existing YES position, or de-
creasing (increasing) an existing NO position. The market maker ensures that
the value of a YES share is $1 minus the value of a NO share. Parameter b
determines the liquidity and the maximal subsidies provided by the market
maker and controls how strongly the market price is affected by a trade. We
set the liquidity parameter to b = 100 (points). This means that, by investing
1,000 points (i.e., 1/10 of the initial endowment), traders can move the price
of a single market from 50% to about 55%; and investing the entire initial
endowment into a single market moves the price from 50% to 82%.

For the first set of prediction markets, investments were settled 5 mo after
the market had closed according to actual results of the replications in the
cases where the outcome was available and to market value in the cases
where the replications were not yet finished. At the time of the close of the
market, only eight results were known by the replicating researcher, where
all replicating researchers had agreed to not share the results with anyone
until after the market closed. For the second set of prediction markets, in-
vestments were similarly settled 4.5 mo after the markets had closed. At the
time of the close of the second market, one result was known by the rep-
licating researcher; all replicating researchers agreed here too to not share
their results with anyone until the market had closed.
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