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Medical AI could be ‘dangerous’ for
poorer nations, WHO warns
The rapid growth of generative AI in health care has prompted the agency to set out

guidelines for ethical use.
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A technician uses an artificial-intelligence-based method to screen a sample for cervical
cancer. Credit: AFP via Getty

The introduction of health-care technologies based on artificial intelligence (AI) could

be “dangerous” for people in lower-income countries, the World Health Organization

(WHO) has warned.

The organization, which today issued a report describing new guidelines on large multi-

modal models (LMMs), says it is essential that uses of the developing technology are not

shaped only by technology companies and those in wealthy countries. If models aren’t

trained on data from people in under-resourced places, those populations might be

poorly served by the algorithms, the agency says.

“The very last thing that we want to see happen as part of this leap forward with

technology is the propagation or amplification of inequities and biases in the social

fabric of countries around the world,” Alain Labrique, the WHO’s director for digital

health and innovation, said at a media briefing today.

Overtaken by events
The WHO issued its first guidelines on AI in health care in 2021. But the organization was

prompted to update them less than three years later by the rise in the power and

availability of LMMs. Also called generative AI, these models, including the one that

powers the popular ChatGPT chatbot, process and produce text, videos and images.

LMMs have been “adopted faster than any consumer application in history”, the WHO

says. Health care is a popular target. Models can produce clinical notes, fill in forms and

help doctors to diagnose and treat patients. Several companies and health-care

providers are developing specific AI tools.

The WHO says its guidelines, issued as advice to member states, are intended to ensure

that the explosive growth of LMMs promotes and protects public health, rather than
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undermining it. In the worst-case scenario, the

organization warns of a global “race to the bottom”, in

which companies seek to be the first to release

applications, even if they don’t work and are unsafe. It even

raises the prospect of “model collapse”, a disinformation

cycle in which LMMs trained on inaccurate or false

information pollute public sources of information, such as

the Internet.

“Generative AI technologies have the potential to improve health care, but only if those

who develop, regulate and use these technologies identify and fully account for the

associated risks,” said Jeremy Farrar, the WHO’s chief scientist.

Operation of these powerful tools must not be left to tech companies alone, the agency

warns. “Governments from all countries must cooperatively lead efforts to effectively

regulate the development and use of AI technologies,” said Labrique. And civil-society

groups and people receiving health care must contribute to all stages of LMM

development and deployment, including their oversight and regulation.

Crowding out academia
In its report, the WHO warns of the potential for “industrial capture” of LMM

development, given the high cost of training, deploying and maintaining these

programs. There is already compelling evidence that the largest companies are

crowding out both universities and governments in AI research, the report says, with

“unprecedented” numbers of doctoral students and faculty leaving academia for

industry.

The guidelines recommend that independent third parties perform and publish

mandatory post-release audits of LMMs that are deployed on a large scale. Such audits

should assess how well a tool protects both data and human rights, the WHO adds.

Google AI has better bedside
manner than human doctors
— and makes better diagnoses
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It also suggests that software developers and programmers who work on LMMs that

could be used in health care or scientific research should receive the same kinds of

ethics training as medics. And it says governments could require developers to register

early algorithms, to encourage the publication of negative results and prevent

publication bias and hype.

doi: https://doi.org/10.1038/d41586-024-00161-1

Reprints and permissions

Latest on:

Tracking down
tuberculosis

OUTLOOK | 25 JAN 24

Potent new pill
provides COVID relief
for the masses

NEWS | 17 JAN 24

Centres of Excellence
in AI for global health
equity — a strategic
vision for LMICs

CORRESPONDENCE |

16 JAN 24

Nature (Nature)  ISSN 1476-4687 (online)  ISSN 0028-0836 (print)

https://s100.copyright.com/AppDispatchServlet?title=Medical%20AI%20could%20be%20%E2%80%98dangerous%E2%80%99%20for%20poorer%20nations%2C%20WHO%20warns&author=David%20Adam&contentID=10.1038%2Fd41586-024-00161-1&copyright=Springer%20Nature%20Limited&publication=0028-0836&publicationDate=2024-01-18&publisherName=SpringerNature&orderBeanReset=true
https://www.nature.com/articles/d41586-024-00087-8
https://www.nature.com/articles/d41586-024-00117-5
https://www.nature.com/articles/d41586-024-00113-9

