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Abstract

In this dissertation, I present studies of molecules for uses in quantum science ranging

from quantum computing and ultracold collisions to controlling organic-inspired molec-

ular species. Starting with a diatomic molecule, calcium monofluoride, we developed

an optical tweezer platform for use in quantum computing and demonstrated rotational

coherence times significantly longer than measured dipole-enabled gate times. Using

the Tweezer platform, we studied ultracold collisions of exactly two molecules and ex-

erted full quantum control over the internal structure of the molecules. The collisions

resulted in a rapid loss from the tweezers, leading us to develop a microwave shield

to prevent these lossy collisions. The shielding scheme enhanced the rate of elastic

collisions enabling the demonstration of forced evaporative cooling.

To explore the possible use of larger molecules for quantum science, we studied the

rotational structure of an asymmetric top and aromatic molecule, calcium monophe-

noxide, with the intent of identifying a path toward laser cooling and trapping. We

cycled several photons, but theory predicted many more. After eliminating several de-

cay paths, the key loss remained unknown. Applying the same methods to CaNH2,
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a smaller asymmetric top molecule with similar spatial symmetry, we performed laser

cooling. Using CaNH2, we demonstrated photon cycling, and then observed Sisyphus

cooling and heating features for the first time using an asymmetric top molecule. This

work lays the foundation for future laser-cooling of organic-inspired molecules in an

optical tweezer array for applications ranging from quantum computing to quantum

chemistry, and precision measurement.
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Upon joining the CaF experiment in John’s group, it was a pleasant surprise to have

Wolfgang as a collaborator on the project. This collaboration amounted to another

four years of working with Wolfgang. Wolfgang inspired my interest in AMO physics,

mentored me as a young student, shared his remarkably insightful way of understanding

the physical world with me, and steered me toward a Ph.D. project that was a perfect
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1
Introduction

1.1 Why ultracold?

A long-standing frontier in physics is to understand fragile interacting quantum sys-

tems in unprecedented levels of detail by producing them in pristine and manipulable

laboratory environments. The promise of quantum technology to deliver meaningful

benefits, whether it is a digital quantum computer or new tools for designing materials
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with exotic properties, rests with understanding interacting systems in nearly perfect

isolation. In this thesis, I will present a new quantum science platform based on arrays

of single-trapped ultracold diatomic molecules and initial work towards extending the

platform to include larger organic-inspired molecules. Our work is motivated by the

prospects of introducing a competitive new molecular platform for quantum computing

that addresses some of the challenges facing quantum technology on an implementa-

tion level including isolation, long-lived coherences, ease of measurement, individual

addressability, and system scalability.

Trapped ultracold atom and molecular systems provide opportunities to observe com-

plicated quantum systems in an environment completely free of impurities and with

unique access to some physical observables that are oftentimes unavailable in solid-state

systems. The process of preparing an ultracold sample of molecules using laser cooling

in particular will be described in great detail throughout this thesis. Laser cooling

processes require manipulating the molecule’s internal and motional degrees of freedom

through highly controlled interactions with optical fields by scattering thousands of

photons. The first and most critical step is selecting a molecular species.131,17,142,5,39

An extraordinary number of permutations of atoms on the periodic table give rise to

chemically bonded molecules. Only a handful of atom arrangements produce structures

that lend themselves to laser cooling. In order for laser cooling to work, a molecule

must absorb photons and then emit a photon, returning to exactly the same quantum

state it came from before the excitation. This sounds simple but the vast majority of
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molecules will decay to a large number of different vibrational states after absorbing

and emitting several photons.

A general class of molecules has been identified with the property that after photoex-

citation, the molecules return to the same rovibrational state with a very high proba-

bility.120,117,80,79 When it decays elsewhere, the number of possible states in which the

molecule could branch is small enough to directly address all of these states with a set

of repumping lasers tuned for each vibrational level requiring repumping. In the case of

calcium monofluoride, which we will use extensively in this thesis, nearly 105 photons

can be scattered using only one mainline laser and three repump lasers.

1.2 Research Directions

The effort of trapping ultracold molecules must be commensurate with the research

prospects. There are several promising directions including quantum computing,44,160,76,108,21

quantum chemistry,86,13 and precision measurement1,72,90,82,30 for which laser cooled

molecules are uniquely suited offering several distinct advantages over competing plat-

forms. Figure 1.1 outlines some of the uses for cold and ultracold molecules.

1.2.1 Quantum Computing with Ultracold Molecules

Quantum computing with ultracold molecules is one of the directions most closely

linked to the work in this thesis. We imagine using the strong electric dipolar inter-
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Figure 1.1: Pallet of applications for cold and ultracold molecules. Figure A shows a chemical
reaction between two diatomic molecules which can be studied in great detail using optical tweezers
to trap and react a pair of molecules. Figure B shows ultracold CaF (or similar) molecules in an optical
lattice potential. Strong electric dipole interactions between molecules can be used to generate rich
Hamiltonians for molecules in an optical lattice, simulating condensed matter systems. Figure C
shows CaF molecules in an array of optical tweezers. Similar to the lattice, dipolar interactions can
couple neighboring molecules but, in contrast, there is no tunneling between tweezers therefore the
molecules remain perfectly isolated. Each tweezer is individually controllable, making this platform
ideal for quantum computing. Figure D shows an electron electric dipole moment measurement using
the strong effective internal electric field present in ThO molecules. Currently, these measurements
are made using beams of cold ThO molecules but in the near future, a large sample of laser-cooled
and trapped SrOH molecules could provide a significantly tighter bound on the electron electric
dipole moment.
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actions between nearby molecules to selectively couple qubits in an array of optical

tweezers44,160,76,108,21,32,124. In contrast to competing platforms such as optical tweezer

arrays of Rydberg atoms, the excited rotational states in molecules we use have nat-

ural lifetimes long exceeding the duration of the experiment, which is a key attribute.

Long lifetimes and strong dipolar interactions are also useful for analog quantum simu-

lations.99,26,118

Several architectures using polar molecules for quantum computing have been pro-

posed but we will focus on the use of optical tweezer arrays.48,16,6,93 We will develop the

optical tweezer platform in this thesis and demonstrate its initial capabilities including

scalability, rearrangement, quantum control, and long coherence times. The second gen-

eration CaF experiment was able to further the platform, demonstrating larger tweezer

arrays, electric dipole coupling between neighboring molecules, and entanglement be-

tween molecules in different optical tweezers.

1.2.2 Quantum Chemistry

Understanding how chemical reactions take place in a highly controlled environment

between constituent molecules in pure quantum states is another active research av-

enue.87,31,43,11 Calculating potential energy surfaces for colliding and reacting diatomic

molecules remains a formidable task for the theory community, thus the predictions need

to be informed by experimental input. Studying reactions at the single-molecule scale

might inform important innovations in the chemical sciences since ultracold-trapped
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molecules provide an unparalleled level of control and access. While the work presented

in this thesis does not directly aim to explore these possibilities, our study of molecular

collision dynamics already provides some information about the reaction processes of

exactly two colliding CaF-CaF molecules in a variety of quantum states in a way that

has never been studied.

1.2.3 Precision Measurement

The structure of heavy molecules, in particular, provides benchtop scale measurement

sensitivity to important quantities in high-energy physics.1,72,90,82,30 Molecules such as

YbOH and SrOH have large effective internal electric fields, augmented by the pres-

ence of a heavy nucleus. This internal field provides a way to measure the asymmetry

of the electron if it exists, by polarizing the electron leading to a small but poten-

tially measurable splitting. Experiments using beams of ThO molecules, which are not

laser-coolable, have placed the tightest bound on the electron electric dipole moment

(EDM) of any experiment, including accelerators and colliders.1 The next generation of

molecule-based EDM experiments will make use of a large number of optically trapped

laser-cooled molecules where the distinct advantages will include a smaller volume to

control systematic effects and a long interrogation lifetime offered by a trapped sam-

ple. In addition to EDM measurements, some polyatomic molecules such as SrOH have

nearly degenerate vibrational modes which provide sensitivity to some forms of dark

matter.82
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1.3 Anatomy of a Buffer Gas Source

The molecular species that support photon cycling and the previously outlined research

agenda are all radicals with a single optically active valence electron. This means

they are highly reactive species that cannot be stored easily. We generate the molecular

species by way of a chemical reaction in a comparatively low-density buffer gas cell where

the only matter the radical molecules contact is cold helium with which there are no

chemical reactions. The chemical reactions all proceed in a similar fashion: a warm gas

containing the ligand of interest flows into the buffer gas cell where cold helium provides

suspension for the reactant gases. The other component of the molecule we want to make

is a metal atom (either calcium, strontium, or Ytterbium) which we vaporize off a solid

metal target using a pulsed-YAG laser. The initially hot molecules form in the bath of

cold helium within the buffer gas cell which cools the rotational degree of freedom to

a few Kelvin. Within several milliseconds, the newly formed molecules exit the buffer

gas cell entrained in a beam of cold, slow helium atoms. The molecular beam exits the

cryogenic beambox source and propagates into a room-temperature vacuum chamber

where the rest of the experiment takes place. We’ll start by describing how the CaF

experiment proceeds from this point. Figure 1.2 gives a pictorial overview.
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Figure 1.2: Schematic drawing of the CaF experiment. CaF molecules are generated in a buffer gas
cell at 2 K and then exit as a molecular beam. A counter-propagating laser beam slows the molecules
to a few meters per second, at which point they are moving sufficiently slowly to be captured in
the MOT. Molecular MOTs act as a reservoir but a conservative trap is needed for the quantum
state-controlled experiments described in this thesis. We use a sub-doppler cooling method called
lambda-enhanced grey molasses to further cool and load the molecules into the optical dipole trap
immediately after switching off the MOT. Finally, the molecules are transferred from the optical
dipole trap to the optical tweezer where the experiments described in this thesis take place.
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1.3.1 CaF Laser Cooling Experiment

The immediate goal of the CaF experiment is to trap the molecules at ultracold tem-

peratures. As the beam exits the cell, the molecules move at nearly 160 m/s. We use a

counter-propagating laser beam to slow the molecules to a near standstill. The slowing

happens when molecules absorb photons from the laser beam and then scatter them in

a random direction, which provides an average of one photon recoil worth of momentum

per photon scattered against the direction of motion of the molecular beam. Repeating

this several thousand times is enough to bring the molecules nearly to rest. The difficult

part of the process is arranging for the laser light to be in resonance with the molecules

despite the Doppler shift. There are several ways to match the frequency, but we will

opt to chirp the frequency of the laser beam to match the deceleration profile of the

molecular beam.

Once the molecules have been slowed, they must be trapped otherwise they fall to the

bottom of the vacuum chamber. This is the job of the molecular magneto-optical trap

(MOT). Molecular MOTs are more complicated than their atomic counterparts due

in part to the rotational angular momentum structure of the molecule, which atoms

lack. The additional challenges for molecular MOTs are highlighted extensively in these

references.17,112,142,5,39 To further emphasize the difficulty, magneto-optical trapping of

atoms has been around since 1985100 whereas the first molecular MOT was realized in

2014.17 The only molecular species that have been loaded into MOTs are SrF, CaF, YO,

9



Figure 1.3: An iPhone 10 image of the CaF MOT produced in the second generation CaF experiment
taken by Yicheng Bao. The MOT is plainly visible without visual aids or filtering. This is the first
time a molecular MOT has ever been seen by the unaided eye.

and CaOH.17,142,39,101

The CaF MOT in the second generation Doyle group apparatus, led by Yicheng Bao

and Scarlett Yu captured nearly 106 molecules but for most other molecular MOTs, 105

molecules is a realistic loading number. See figure 1.3 for an image of a molecular MOT.

For the purpose of this thesis, the MOT serves as the initial reservoir of molecules for

lambda cooling and optical dipole trap loading which we will describe in Chapter 2.

1.4 Future Directions

One upcoming frontier in the field is gaining control over large organic-inspired molecules

for uses in quantum computing, quantum chemistry, and precision measurement84,69,83,162.

These molecules are generally asymmetric tops, meaning they have three distinct princi-

pal axes with different moments of inertia around each axis.9,68,46,47 The challenges we
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Figure 1.4: Schematic drawing of the three molecular species studied in this thesis. Molecule
A is CaF, which is a laser-coolable diatomic radial with excellent photon cycling properties. We
use this molecule in the optical tweezer experiment for our controlled collision study and rotational
coherence time measurements. Molecule B is CaNH2, which is a polyatomic radical with reduced
spatial symmetry. This molecule belongs to a class of molecules known as asymmetric tops and
it is the lowest general symmetry class, where all three principal axes of rotation have different
moments of inertia. We demonstrated photon cycling and laser cooling of this molecule. Molecule C
is calcium monophenoxide (CaOPh), which is also an asymmetric top with similar spatial symmetry
to CaNH2. This organic-inspired functionalized radical molecule appeared to be a favorable laser-
cooling candidate. We investigated photon cycling and potential laser cooling pathways for this
molecule, yet could not identify an unknown loss channel preventing further progress.

will explore in this thesis with these molecules are related to the size and complexity as

well as the reduced spatial symmetry. Assuming we can trap these species at ultracold

temperatures, the additional structure will offer abundant opportunities to study chemi-

cal reactions of organically relevant species and do quantum computing with large qudit

(quantum “bits” with more than two levels involved) systems. Small asymmetric top

molecules such as SrSH might offer higher sensitivity to high-energy physics phenomena

which can be measured spectroscopically. Figure 1.4 gives an overview of the species

studied in this thesis.
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1.5 This Thesis

In this thesis, I’ll cover experiments on ultracold CaF molecules in optical traps and

on polyatomic molecules with reduced spatial symmetry for future use in laser cool-

ing experiments. Chapter 2 gives a broad overview of the work we did to optically

trap and laser cool CaF molecules. We demonstrated lambda-enhanced grey molasses

cooling which we immediately used to cool molecules into a conservative optical trap

and eventually image them with high fidelity. Loading CaF molecules into conservative

traps, especially optical traps, was the key step for the CaF experiments outlined in

this thesis.149,97,3,34 We took the optical trapping approach a step further to make an

optical tweezer array by compressing the trap volume to a regime where only a single

molecule remains in the trap after the loading process.6,128,155,77,111,41,123 The array of

optical tweezers was generated by diffracting a laser beam opto-electronically giving us

the ability to move the traps around in real-time. In Chapter 3, we utilize our dynamical

controls over the optical tweezer array to do a carefully controlled study of collisions

between exactly two molecules. We simultaneously implemented microwave state con-

trol allowing us to prepare the molecular sample in an internal state of our choosing.

Ground state molecules underwent rapid collisional loss, as did all other internal state

configurations we tested. In Chapter 4, we developed a microwave shielding scheme

that creates a long-range repulsive barrier around the molecules to prevent them from

coming sufficiently close to undergo chemical reactions or other related loss processes.
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The microwave shield suppressed the collisional loss rate by a factor of 6 while enhancing

the rate of elastic collisions.51,119,50,74 In Chapter 5, we take advantage of the elastic

collision rate to demonstrate forced evaporative cooling. The microwave shielding is

necessary to see the effect however our small sample size and limited lifetime hampered

our efforts to obtain a molecular Bose-Einstein condensate through evaporative cooling.

In Chapter 6 we explore the optical tweezer array potential as a quantum computing

platform by measuring the rotational coherence time. This key property indicates how

long the qubits will maintain memory, either of how they were programmed or the

result of a computation. The 100 ms coherence time we observed was made possible

by a variety of control tactics including active feedback of noise sources from the lab

environment and optical tweezer control121,78.

Chapter 7 represents a major change in direction. Diatomic molecules such as CaF

offer advantages over atomic systems due in part to the additional rotational structure

of a molecule. Generally, a system with more structure will have the potential to be

more useful, as long as the structure can be controlled. In that spirit, we initiated a

study of calcium mono-phenoxide (CaOPh) molecules in an effort to identify a laser

cooling path for a large molecule with significantly reduced spatial symmetry.9,68,46,47

We upgraded our apparatus to produce these organic-inspired molecules, studied the ro-

tational spectrum at high resolution, identified the transitions needed for optical cycling

and vibrational repumping, and then carried out provisional experiments where we ob-

served photon cycling. The results were unexpected; a slow scattering rate and unknown
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loss channels limited the number of photons scattered. In Chapter 8, we switched to a

smaller molecule, CaNH2 which has similar spatial symmetry to CaOPh. Our goal was

to laser cool CaNH2 and understand the role of reduced symmetry in photon cycling

which we can then apply to CaOPh. We observed photon cycling on CaNH2 and then

successfully implemented Sisyphus cooling and heating processes. Similar to CaOPh,

we ran into unknown loss channels in CaNH2.
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2
Trapping and Cooling a Single Molecule

Isolating and containing samples of atoms and molecules in a pristine environment is a

key enabler for modern AMO studies. The ideal means would allow a pure, controllable

sample to be trapped in a pristine environment for a long period of time. While a bottle

of gas satisfies the purity and lifetime requirements in most cases, the level of single-

molecule control over the sample and isolation from the environment is insufficient. The
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pristine isolation we desire requires a vacuum environment and non-solid confinement,

which is very hard in practice.

For some experiments, forgoing confinement is an acceptable concession. This brings

molecular beams into the picture. Beams are very useful as they allow single particle

control in dilute, pure samples with excellent isolation from the lab environment. The

last two chapters of this thesis will deal entirely with a beam-delivered source, how-

ever, for all of our results on the CaF molecule, we require long experimental lifetimes,

extremely tight confinement, and an exquisite level of control not available in a beam.

This is the role of optical trapping in our experiment, and it is accomplished in the

form of an optical dipole trap (ODT) and an optical tweezer. The ODT is formed

from a tightly focused laser beam where the molecules are attracted to the region of

highest light intensity at the focus. In contrast to other types of traps (magneto-optical

traps and magnetic traps), single quantum state control is available because the trap-

ping characteristics are nearly independent of the molecule’s internal state and ODTs

are conservative traps.150,98,17,112,136,143,5 Optical dipole traps of assembled bi-alkali

molecules have been realized140,106 before but we seek to trap laser-cooled molecules

with an optically active valence electron, a completely new class. Taking advantage of

this control we will explore two major research directions in the next few chapters: col-

lisions of two molecules and the coherence properties of trapped molecules for quantum

computing applications118,44,160,99,30,152,114.
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2.1 Optical Dipole Traps

An optical dipole trap (ODT) is a tightly focused laser beam, usually red-detuned from

resonance. The AC Stark shift, given by Iα/∆ describes how the energy levels shift when

the molecules are illuminated by light with detuning ∆ and intensity I. The polarizability,

α, is wavelength dependent and carries the information about the structure of the atom

or molecule. For red-detuned light, the sign of the AC-Stark shift is negative so the

ground state energy of the molecule is lowered by moving to a region with higher light

intensity. Blue detuned light has the opposite effect. The spatial part of the trapping

force comes from the spatial gradient of the light intensity, pulling the molecules to

the center of the trap. For CaF, we use a 1064 nm optical trapping beam, which is

far red-detuned from the X-A transition. One distinct advantage of using far-detuned

wavelengths is that the off-resonant scattering rate scales as 1/∆2 whereas the trapping

depth only decreases as 1/∆. Our trap consists of a 13 Watt beam focused to 30 µm at

the location of the molecules. This provides a trap depth of 380 µK and an off-resonant

scattering rate less than 1 Hz.

2.1.1 Trapping Characteristics of a Gaussian Beam

The geometry of the trapping environment is defined by the intensity profile of a focused

Gaussian beam and it is the same for both an optical dipole trap and an optical tweezer.

The intensity profile of a focused gaussian beam is
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I(r,z) = I0

(
σo

σ(z)

)2

e−2r2/σ2(z) (2.1)

where σ(z) =σ0
√

1+(z/zr)2 and σ0 is the beam waist at the focal plane. The quantity

zr = πσ 2
0 /λtrap is called the Rayleigh range and it is the length scale along the axial

direction of the beam (along the k-vector).

The radial trapping force is relatively strong because the tight beam waist σ0 sets the

curvature of the trap. For small displacements in the focal plane (z=0) the trap looks

nearly harmonic and we can approximate it as:

U(r)≈ 2
σ2

0

αI0

∆
r2 (2.2)

The harmonic expansion describes some of the behavior of a cold, trapped gas but it

misses finite depth effects which are always relevant to the loading and loss processes.

The main utility of the harmonic expansion is that it allows for an easy way to char-

acterize the trapping potential. Molecules moving in the trap oscillate in the radial

direction with a frequency of approximately 2.5 kHz, which will be measured later.

If we do the same analysis along the z-direction, we can write the trapping potential

as follows:

U(z)≈ αI0

∆
z2

z2
r

(2.3)
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Along the axial direction, a focused Gaussian beam has an intensity profile that is

much less steep than the radial direction. We can see this from the expression for the

Rayleigh range, by factoring it as zr = πw0(w0/λ ). Diffraction of the beam implies

w0 > λ therefore the Rayleigh range will always be a softer trapping potential than the

radial direction. In the case of our ODT, the Rayleigh range is an enormous 2.6 mm

in comparison to the radial dimension of 30 µm. CaF molecules moving harmonically

along the axial direction will oscillate with a frequency of 20 Hz.

In the context of the harmonic approximations, we’ve assumed the molecules are deep

in the trap. The parameter η = U0/T is a useful way to characterize the sample since

this quantity appears in the statistical mechanics analysis of a classical thermal gas in

a trap. The molecules in our experiment are cooled to about 30 µK (we will discuss

cooling in the next section), resulting in η ≈ 12. For η = 10, the trap potential is very

harmonic with the molecule bound to δ r ≈
√

1/η ≈ 10 µm. At smaller values of η ,

molecules are energetically allowed to occupy the wings of the trap which have much

softer curvature than the center regions resulting in slower, non-harmonic motion.

2.1.2 Loading the Optical Dipole Trap

Getting the molecules into the trap is not a simple endeavor. Unlike the MOT, an

optical dipole trap on its own is conservative therefore no cooling processes are naturally

present. Any molecule that traverses the trap will have enough energy to escape the

trap when it re-emerges on the other side. If we imagine loading the trap from a cloud
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Figure 2.1: Left is an equipotential contour plot of the optical trapping potential produced by a
focused beam. The ODT and the tweezer have similar contours, with different aspect ratios. Note
the softening of the potential along the axial (z) direction. To the right is a size comparison of the
three traps we use in the experiment. The MOT volume is based on the temperature and compression
of the molecules. The blue bars showing ODT and tweezer trap volumes are calculated geometrically
from the trapping beam properties and the red bars show the cloud size in the trap, considering the
temperature. For ODT loading, the blue MOT bar and blue ODT bar are the relevant comparisons.
This indicates the importance of cooling during loading, as these traps do not have good spatial
mode overlap. For tweezer loading, compare the red ODT bar to the blue tweezer bar. This once
again shows how the large cloud of molecules in the ODT needs to be cooled and compressed to
effectively load the tweezer. Finally, the red tweezer bar indicates the volume a single molecule at
40 µK explores in the tweezer.
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of cold molecules (let’s not worry about the origin of this cloud yet) we might first

try adiabatically ramping the depth up from zero to full depth. That would capture

the molecules spatially overlapped with the trap but it would create a sample with a

temperature roughly equal to the trap depth. In other words, most of the molecules

would have energies barely below the top of the trap. It would also require long loading

times to maintain adiabaticity.

Alternatively, we could add a cooling process as we ramp the trap up. The effect of

this is twofold; first, it would cool the molecules already in the trap volume much lower

into the trap resulting in a colder sample. Secondly, molecules originating from outside

the trapping volume that happen to cross the trap while the cooling light is on will be

cooled into the trap and captured. See figure 2.1 for a loading schematic comparison.

2.2 Sub-Doppler Cooling

The dissipative mechanism needed to load the traps comes from laser cooling. Before

we consider trap loading and other trap-induced effects, let’s get a handle on how the

cooling mechanism works in free space. There are several similar cooling schemes that

achieve base temperatures below the Doppler limit (250 µK for CaF). In the case of

systems with inverted angular momentum structures (higher angular momentum in the

electronic ground state than the electronically excited state) such as molecules or alkali-

atoms on the D1 line, the schemes require modification but the basic physics is still the
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same56,132,45,143.

The laser cooling scheme, commonly referred to as grey molasses cooling, creates a

motional damping force capable of cooling molecules well below the Doppler limit143,4,.

Grey molasses cooling relies on the interplay of bright states, dark states, and non-

adiabatic coupling between them. In the next section, we’ll discuss an additional cooling

feature called Lambda-Enhanced grey molasses that significantly improves the robust-

ness of the dark states, leading to a lower temperature floor.

2.2.1 Grey Molasses Cooling

The sub-doppler cooling scheme is the next step from the MOT towards significantly

lower temperatures and loading of conservative ODTs.143,4. The cooling beams come

from all 3 directions and are retro-reflected back on themselves. Furthermore, each

beam is circularly polarized creating a 3D polarization gradient at the location of the

molecules. This polarization gradient is responsible for creating dark states. Our system

has higher angular momentum in the ground state than the excited state, guaranteeing

the existence of dark states that do not couple to the light field. The bright states, by

contrast, feel a strong AC-Stark shift as the molecule moves through the polarization

gradient formed by counter-propagating circularly polarized laser beams. This polariza-

tion gradient is generated by the same beams that form the MOT. To transition to the

sub-doppler cooling step, we quench the MOT magnetic field and jump the detuning

with the beams briefly switched off during the transition.
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Figure 2.2: Left is a schematic of the laser cooling process. A molecule traveling from left to
right, initially in the dark state will non-adiabatically couple into the bright state near the minimum
(gold arrow). The molecule in the bright state moves up AC-Stark shift potential hill until it nears
resonance with the optical pumping light at the top of the potential (straight red arrow). The
molecule scatters photons until it is pumped into the dark state (curved red arrow) and then the
cycle repeats. The image on the right is a fluorescence image of molecules loading into the ODT
from the molasses cloud. The arrows indicate the direction of the 3D retro-reflected cooling beams
with their polarizations noted.

Molecules in the bright state moving through the standing wave will climb the po-

tential hill and lose kinetic energy56,132,45. At the top of the hill, the light intensity is

brightest and the molecule has a higher chance of being excited by a photon which can

result in a decay to a dark state via spontaneous emission, as shown in Figure 2.2. In

this way, the molecule was lowered down the potential hill by the photon so it arrives

in the dark state at the bottom of the hill without regaining any of the kinetic energy

lost while rolling up the AC Stark shifted potential hill. The photon emitted carries

away the energy and the molecule is cooled.

The key to repeating this cycle is to have a way to couple the dark states slowly back

into the bright state manifold. This is accomplished non-adiabatically. As the molecule
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moves, there is a small Doppler shift that destabilizes the dark states. Ideally, the non-

adiabatic passage between bright and dark states happens at the base of the AC Stark

shift potential hill so that maximum kinetic energy can be removed each cycle. The

transition rate is maximized at the base of the hill, owing to the fact that the energy

gap is smallest here.

The detuning of the molasses light controls whether the bright states are above or

below the dark state. In the case of red detuning, the non-adiabatic coupling happens

at the top of the hill and the optical pumping happens at the bottom. This results in

heating since kinetic energy is added to the system every cycle. Blue detuning (which

is what we use, of course) flips the AC Stark shift of the bright states and creates the

cooling environment that we desire.

The cooling process is very sensitive to magnetic fields. The dark state is defined by

laser polarization and consists of different magnetic sub-levels in a careful superposition.

Magnetic fields will mix the bright and dark states, but not in the spatially selective

way the motional non-adiabatic coupling does. The mixing from the magnetic field

is independent of motion and position in the light field thus it interrupts the cooling

significantly. We find we have to cancel the earth’s magnetic field to better than 50 mG

to reach our base temperature of 50 µK in free space.

24



2.2.2 Lambda-Enhanced Cooling

The performance of the grey molasses cooling is inherently limited by the “darkness” of

the dark states. A better version of the same cooling mechanism can be realized with

more robust dark states55. These dark states are not simply states that remain uncou-

pled by the polarization, but they are coherent dark states generated by two detuned

laser beams, creating a lambda system. See Figure 2.3. We will refer to this cooling

process as Lambda cooling which works in combination with the grey molasses. The

grey molasses cooling sub-doppler mechanism remains the same as I just described but

now the lambda system dark states will safeguard the cold molecules from heating pro-

cesses by keeping them dark, resulting in much colder temperatures than grey molasses

alone55,25,132,40.

This set of dark states lends itself to a cooling process known as Velocity Selective

Coherent Population Trapping (VSCPT) where molecules at rest remain (ideally) per-

fectly dark whereas molecules in motion continue to see the grey molasses cooling effects

until they scatter into the coherent dark states. Finding the coherent dark states is a

diffusive process but once the molecules enter the dark state, there are generally 3 ways

to exit. One way is, again, the Doppler shift δ = kv where k is the wave vector of the

cooling light and v is the velocity of the molecule. As the molecules get colder, they

remain dark for longer7,88,89. This is inherently part of the cooling process and we won’t

consider it to be a problem, as long as the sample is initially cold enough to be within
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Figure 2.3: Left: The level diagram of the N=1 ground state manifold in the presence of a strong
far-detuned optical field with linear polarization. The two orange beams indicate the two legs of
the VSCTP scheme with two-photon detuning δ and single photon detuning ∆. The single-photon
detuning, δ plays the same role as the grey molasses detuning and the two-photon detuning ∆ plays
a key role in establishing the VSCTP dark states. To the right is a demonstration of the imaging
performance. Figure a shows the survivability vs imaging time for lambda imaging vs resonant
imaging. Box b shows the number of photons scattered during lambda imaging. We can scatter 200
times more photons during lambda imaging than resonant imaging. Box c is an image of the ODT
taken with lambda imaging, demonstrating the excellent signal-to-noise ratio.
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the capture range. This is always the case for us.

Another way to escape the dark state is through external field remixing, similar to the

grey molasses dark states in the presence of the magnetic field. The VSCPT dark states

are also combinations of magnetic sublevels with different magnetic field sensitivity.

This causes the VSCPT dark states to precess and become bright again. We cancel the

Earth’s magnetic field to the 0.01 Gauss level, enough to ensure magnetic fields are not

the temperature floor limitation.

The third way molecules exit the dark state is by off-resonant scattering of the cooling

light. This is our major limitation in free space. The lambda cooling light requires two

beams, which address the F = 1− and F = 2 levels. Due to the relatively tight spacing

of the hyperfine levels, the lambda cooling beams are never far detuned from the other

hyperfine levels that nominally don’t participate in the cooling process. This is where

the off-resonant scattering has the largest impact on our temperature, limiting us to

5 µK in free space.

2.2.3 Cooling into and Imaging in Optical Traps

We’ve built an understanding of the cooling mechanisms in free space for the explicit

purpose of using lambda-enhanced grey molasses to load optical traps and to image the

molecules. The optical traps cause new issues for the cooling processes as well as add

richness since we will be forced to understand the interplay of trap motion and cooling.

Unfortunately in the optical trap environment, we cannot cancel every effect that
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Figure 2.4: This plot shows the number of molecules loaded into the 1064 nm ODT as a function
of overlap time with the lambda cooling light. The optimal loading time at 100 ms corresponds
roughly to the amount of time it takes a molecule to traverse the trap volume. Beyond 150 ms, the
molasses cloud density drops significantly and the loss rate out of the ODT is faster than the loading
rate from the now dilute molasses cloud.

causes mixing of the dark states with the bright states as we did with stray magnetic

fields in free space. In the presence of far-detuned linearly polarized light, like in the

ODT, the molecules experience an anisotropic and state-dependent interaction with the

laser light. We will describe the nature of this interaction in much more detail later but

for now, all we need to know is that the ODT light will split the magnetic sub-levels

similarly to a DC electric field. This interrupts the dark states in the same way as a

stray magnetic field however there’s no simple way to counteract it.

The effect of the light shifts from the ODT is twofold. The detuning of the sub-doppler

light shifts slightly to accommodate the scalar shift from the trap. The secondary effect

is that the base temperature comes up to 20 µK when the cooling light is fully optimized.
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While it is possible to do clever things to mitigate the effect of the light shifts on the

cooling performance, this operating temperature is more than sufficient to load the ODT

from the molasses cloud.

The cooling process is fairly fast with a time scale of 100 ms, as seen in Figure 2.4. It

is important to load the ODT as fast as possible because the molecules in the molasses

cloud are not trapped; they are frozen in place but still diffuse around due to the recoils

from the optical pumping photons. Density is quickly lost as a result. We find the

optimal loading time is about the amount of time it takes a molecule to cross the ODT

trapping volume at the rms velocity of 2 cm/s corresponding to the 20 µK sample

temperature. Any loading after this point is diminishing returns due to the expansion

of the molasses cloud and loss processes in the trap.

While we need the lambda cooling light to load the trap and produce the coldest

sample, we take advantage of its dual purpose to scatter photons and cool as a way

to enhance our imaging, non-destructively48,16,20. Similar techniques have been used

for quantum gas microscope experiments with atoms12,130,59,36,116. Since the beams

provide cooling while scattering photons, many many photons can be scattered from

the system before the molecules are lost. Compared to resonant scattering, lambda-

enhanced cooling produces about 200 times as many photons despite the significantly

slower scattering rate of the cooling light. This is because of the extremely long imaging

lifetime of the molecules in the large 1064 nm ODT. In the optical dipole trap the

imaging lifetime was 370 ms before the molecules were lost. By comparison, the vacuum
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lifetime is 700 ms, limited by background gas collisions with stray Helium atoms. The

resonant imaging lifetime is around 10 ms since the molecules are heated continuously

during the imaging process. We will revisit imaging shortly, however, I’ll mention now

the use of lambda cooling light for imaging purposes is what made single molecule

detection possible in the optical tweezers.

2.3 Optical Tweezers

The optical tweezer is nothing but a very tight optical dipole trap capable of holding

exactly one molecule128,126. However, this is potentially part of an extremely powerful

platform for quantum computation44,160,76,108,21, simulation99,26,118, studying ultracold

chemistry86,13 and even performing searches for beyond-the-standard-model physics157.

For now, assume the single-molecule nature of the tweezer loading and we will revisit

this in detail later in this chapter128,155,77,111,41. The optical tweezer is generated by

sending a 780 nm laser beam through an acousto-optical deflector and then through a

0.29 numerical aperture commercial microscope objective, pictured in Figure 2.5. The

tweezer beam is nearly diffraction limited, producing a trap with a beam waist of 1.8 µm,

much smaller than our optical dipole trap.
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Figure 2.5: Schematic of the optical tweezer layout. A 0.29 numerical aperture objective (IV) from
Mitutoyo fits tightly in a re-entrant window positioned as close as possible to the edge of the MOT
coils (II) to accommodate the objective working distance of 3 cm. The beam labeled (I) is the 1064
nm ODT, propagating from the left to the right. The window (III) is coated to reflect the 1064
light. Beam VII is the tweezer light after the AOD. Three optical tweezers are generated by putting
3 closely spaced RF tones into the AOD. VI indicates the imaging beam path through the same
objective that projects the tweezers. Dichroic V reflects the 780 nm tweezer light but passes the 606
nm fluorescence light to the EMCCD camera (not shown).

2.3.1 Loading the Tweezers

Due to the small size of the tweezer, we employ the 1064 nm ODT to provide a sufficient

reservoir of molecules at a higher density than the background molasses cloud. The

relative trap volumes and trap density comparison in figure 4.16 illustrates the need for

a density “stepping stone”.127,156 Loading the tweezer from the molasses results in a few

percent loading of the tweezers with a molecule, whereas loading from the high-density

ODT can saturate the theoretical loading rate of the tweezers (50%). The 1064 nm

ODT and the tweezer are aligned coaxially, which relaxes the z-axis alignment. In fact,

we see tweezer loading for a wide range of focal plane positions of the 1064 ODT. The
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transverse alignment is very sensitive and occasionally drifts but was otherwise stable

using nothing more than radiant dye double spring optics mounts.

During the transfer between the 1064 ODT and the tweezer, we adiabatically ramp

up the tweezer light while applying our lambda cooling beams. The lambda cooling

beams require slightly different detunings in the tweezer to compensate for the higher

intensity and the polarizability difference between 1064 nm and 780 nm traps.

2.3.2 Single Molecule Loading

The key capability of the optical tweezer is that it reliably loads single molecules. How-

ever, proving single-molecule loading can be challenging. Making a histogram of the

fluorescence is a very useful way to look at the tweezer data. The histogram is pro-

duced by taking many images, counting the fluorescence brightness in the region of

interest, and then plotting the occurrence probability vs brightness. The shape of the

histogram is a signature of single-molecule loading. When the molecules are imaged,

they are significantly brighter than the background which, on the histogram, appears

as a peak separated by a well-defined valley from the peak corresponding to the back-

ground (unloaded tweezer) image counts. Figure 2.6 shows a resolved histogram where

the background camera counts and camera counts accumulated during the imaging of

a tweezer loaded with a molecule are well separated.

Initially, we used this as a diagnostic to prove single molecule loading. By lowering

the density in the transfer ODT, we observed a fluorescence peak in the histogram that
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Figure 2.6: This figure shows histograms of the imaging fluorescence for variable loading rates. We
adjusted the loading rate by reducing the number of molecules in the 1064 nm ODT. The fluorescence
histogram shape remains the same, indicating that with a reduced loading fraction the fluorescence
doesn’t become dimmer in an individual shot. This is the signature of single molecule loading in the
tweezer.

did not change shape but simply scaled down. Maintaining the shape indicates the

source of the fluorescence (a single molecule) is unaffected by the change in density of

the transfer ODT. Had it been multiple molecules, the fluorescence peak would have

become dimmer and narrower in response to lowering the density. Instead what we see

is that the fluorescence peak looks the same however the tweezer is loaded less often

due to the lower density in the transfer ODT. This is an unambiguous signal of single

molecule loading in the optical tweezer.

For the platform to be useful, single-shot high-fidelity detection is imperative, and

improving this fidelity was the next key step. Without the ability to identify single

molecules in a single shot, we lose the ability to make defect-free arrays which would

33



prevent us from using this as a quantum computing platform. Behind the scenes, a lot of

work went into mitigating background laser scatter and optimizing the lambda imaging

parameters to generate the most photons. The goal is to create as large a separation as

possible between the background light peak and the single-molecule fluorescence peak

in the histogram.

We can use the histogram to set the threshold distinguishing a loaded tweezer from

background light and to calculate the imaging fidelity based on this threshold. For

unloaded tweezers, there is always some scattered light background with a characteris-

tic width. In the single shot resolved regime, the histogram will be strongly bimodal

where the fluorescence peak associated with a loaded tweezer is much brighter and well

separated from the background peak. The separation of the two determines the imag-

ing fidelity or the error rate to misidentify an empty trap as a loaded trap. This is a

particularly bad type of error and we seek to avoid it.

2.3.3 Imaging the Tweezer

Avoiding loaded versus unloaded tweezer misidentification errors requires excellent imag-

ing and our lambda cooling scheme is the key to making this platform usable. Imaging

through the same objective used to project the tweezer, we collect about 1% of the

fluorescence light given off by the molecules on the camera. The lambda cooling light

is extremely useful for imaging because it actively cools the molecules while producing

fluorescence, leading to an imaging lifetime exceeding 150 ms, over which many photons

34



Figure 2.7: On the left is a histogram of the tweezer image fluorescence. The general shape of the
histogram is the result of two processes; the first large peak shows the background and the second
smaller bump to the right is the fluorescence yield of a single molecule in the tweezer. The red
bars indicate the fluorescence captured during an initial 30 ms exposure. The blue bars indicate the
fluorescence captured in a second consecutive image of the same molecule. Our ability to re-image
is critical to the utility of the platform since the first image is needed to identify loaded traps and the
second image is measuring the experimental result, always as a surviving fraction. On the right, we
characterize the imaging fidelity by considering where to set the threshold to discriminate between
background light vs loaded molecules. The two kinds of errors are 1) misidentifying a loaded trap as
empty and 2) misidentifying an empty trap as loaded. The second type of error is very bad, the first
type only reduces our data rate. The plot on the right characterizes the type 1, type 2, and overall
error rates as a function of the threshold value.

can be integrated by the EM CCD camera. We optimized the imaging parameters to

maximize the product of the lifetime and the scattering rate, i.e. produce the most pho-

tons while maintaining a high survival probability. Due to the stochastic loading of the

optical tweezers, it is necessary to image twice during the experiment. The first image

identifies loaded tweezers prior to initiating the “experimental” step of the sequence.

The second image taken after the experiment runs is simply a readout shot.

For the first image, survival is just as important as fidelity. We image for 30 ms with

a scattering rate of approximately 50 kHz, resulting in the scattering of 1500 photons.

We can distinguish a loaded tweezer from an empty tweezer with a fidelity exceeding
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97%, as shown in Figure 2.7. Furthermore, about 90% of the molecules remain in the

trap after imaging. For the second image, survival is not important at all and we image

for at least 60 ms to collect as many photons as possible from each molecule before it

is lost.

The mechanism for the imaging loss isn’t particularly well understood however we

believe the molecules are random-walking out of the trap. In the regime where the

scattering rate is higher than the trap frequency, molecules on the edges of the trap

can randomly walk out as they scatter light in the molasses (lambda cooling) beams.

The loss rate depends on the scattering rate and on the geometric size of the trap. The

optical tweezer imaging lifetime is about 4 times shorter than the ODT. This is not

proof, but it is consistent with a random walking diffusive model.

2.3.4 Characterizing the Tweezer

In contrast to the larger 1064 nm optical dipole trap, we seek to have a much better

understanding of the optical tweezer trap potential. The easiest trap parameter for

us to measure is the trapping frequency. We do this by applying a shallow sinusoidal

modulation to the trap light. The equation of motion of a molecule in a trap undergoing

amplitude modulation is Ẍ +Ω(1+ εsin(ωt))X = 0 where Ω is the trap frequency and

ω is the frequency of the weak modulation, ε. Driving this system at ω = 2Ω results

in a growing amplitude (parametric resonance). Experimentally, we would drive the

tweezer intensity at about 5−10% modulation depth for roughly 200-500 cycles. As we
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scanned the drive frequency looking for decreased survival corresponding to the para-

metric heating resonance, we were careful to hold the number of cycles constant. This

was important to produce loss curves without a global slope. Matching the measured

trapping frequencies to the input power through the objective, we backed out the tweezer

beam waist by comparing it to a Monte Carlo code simulating the classical motion of

the molecules.

The second important property is the sample temperature. To be precise, an optical

tweezer only contains one molecule therefore the temperature I’m referring to is the av-

erage per particle energy of an ensemble of tweezer traps represented by a single tweezer

re-loaded every experimental cycle. We measure the temperature using the “release and

recapture” method which involves rapidly shutting off the trap for a variable period of

time and then suddenly turning the trap back on to recapture any molecules that re-

main in the trap volume. We can extract the temperature by fitting the data to the

results of a Monte Carlo simulation seeded at a known temperature. We find this way

of measuring temperature fast and experimentally reliable however there could be sys-

tematic issues with how the tweezer trap is modeled. Figure 2.8 shows the temperature

and trap frequency measurements.

During a later project, we measured the temperature using the time of flight expansion

of a single molecule in the tweezer. The data rate was very slow, however, with 105

shots taken, we fit a temperature that was in agreement with the release and recapture

measurements.
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Figure 2.8: Left is a measure of the trap frequency using the parametric heating method. The
amplitude of the trap is modulated, resulting in resonant heating when the modulation frequency
is twice the frequency of harmonic motion. Due to the aspect ratio of a tightly focused Gaussian
beam, the axial trap frequency (in red) is much slower than the radial frequency (in blue). The trap
is axially symmetric within our measurement resolution. The plot on the right shows a release and
recapture temperature measurement. The trap is rapidly switched off for a variable drop time, then
turned back on to recapture molecules remaining in the trap volume. The dashed line is a Monte
Carlo fit based on the trap geometry. This particular release and recapture curve fits to about 35 µK.

2.3.5 Spatially Manipulating the Optical Tweezer

The tweezer light passes through a 100 MHz acousto-optic deflector (AOD) allowing us

to control the tweezer light spatially. The AOD has a diffraction angle that depends

linearly on the frequency of the RF drive. We can generate multiple traps by sending

in multi-tone RF signals to the 5 Watt amplifier driving the AOD. For our optics, a 100

MHz vs a 101 MHz RF tone would produce tweezer traps separated by about 10 µm.

Figure 2.9 shows an optical tweezer array with 5 loaded traps.

Furthermore, we can move the traps around by chirping the drive frequency21. In

practice, we are able to adiabatically move tweezers with loaded molecules without losses
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until the tweezers get too close. At that point, there is an intensity beat note resulting

from the near-detuning of neighboring traps and the overlapping light. This will be an

issue later, but for now, it means that we keep the tweezer about 2 beam waists apart

on the closest approach.

Re-arrangement capabilities are needed for a quantum computing platform. Since

tweezer loading is stochastic, the probability of randomly loading a perfect defect-free

array is unacceptably small (1/2N , where N is the number of tweezers in the array). We

are forced to turn off vacant traps and shift loaded traps to form a perfect array. We

demonstrated this capability, however, never fully used it in our experiment. We did,

however, find a way to merge tweezers for collision studies to be described in the next

few chapters.

2.4 Light Assisted Collisions

Light-assisted collisions are exactly what the name implies; inelastic collision rates be-

tween molecules are enhanced in the presence of light128,126. Let’s build a simple semi-

classical model first assuming red detuned light. When two molecules are near each

other and one becomes electronically excited by absorbing a photon, a strong dipolar

interaction exists. When the photon field is red-detuned, the molecule dipole moments

oscillate in-phase and dressed-state potential is attractive and temporary, as the dipolar

potential disappears when the excited molecule emits a photon. Due to the strength of
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Figure 2.9: On the top left is an averaged image of the 5 tweezer array. Below is a bar plot showing
the probability of loading N/5 total traps in a single image. The loading fraction is relatively low,
making the probability of loading more than 3 traps simultaneously extremely low. The orange
dots are the expected loading probabilities based on a uniform loading rate. The tweezers loaded
somewhat uniformly, however, the difference in brightness in the averaged image is a reflection of the
loading probability, not the fluorescence yield in the different traps. The figures on the right-hand
side show the rearrangement process for an array of 3 tweezers. The “configuration” axis is the
occupation number of each tweezer, either 0 or 1. The adjacent axis labeled 1,2,3 indicates the
tweezer number in the array. The rearrangement process shifts the loaded tweezers towards tweezer
number 3. For example, look at the row labeled (101). The initial configuration is an array with
tweezers 1 and 3 loaded with the middle tweezer empty. We shut off the middle tweezer and shift
tweezer 1 to the location of tweezer 2 with a 4 ms long RF sweep feeding to the AOD. The result is
an array of two tweezers next to each other and aligned right. This rearrangement capability will be
important for quantum computing and simulation but we do not further utilize it in our experiments.
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the interaction potential, a lot of kinetic energy can be gained during the short radiative

lifetime of the excitation. In practice, this causes loss since the colliding molecules often

have kinetic energies far exceeding the trap depth128,126.

Due to the strength of the attractive potential between an excited and ground state

molecule, the collision cross-section is much larger than the cross-section for ground

state-ground state Van der Waals-driven collisions. As a result, light-assisted collisions

will occur on the experimental time scale at lower densities than ground state collisions

making them the first type of collision that we have the density to observe in our traps.

In order to be observable in our experiment, the characteristic collision time scale given

semi-classically by nσv where n is the density, σ is the cross-section and v is the mean

velocity, must be faster than 100 ms. It is usually convenient to combine the velocity

and cross-section into a quantity called the two-body rate constant, β which has units

of cm3/s. Typically the first collisional process that occurs at low density is two body

collisions, followed by 3 body collisions at significantly higher density. At 20 µK the

density in the 1064 ODT would require a minimum two-body rate of 1× 10−9 cm3/s

to be observed. We do not see light-assisted collisions in the ODT. However, in the

optical tweezer the density is 1× 1011 cm3, requiring a two-body rate greater than

1× 10−7 cm3/s. Indeed light assisted collisions to happen faster than this time scale

and thus are extremely important in the loading of the tweezer trap. Figure 2.10 shows

measurements of the light-assisted inelastic collision rates under a variety of conditions.

The importance of light-assisted collisions is what distinguishes the tweezer from
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Figure 2.10: These plots show the single photon detuning and intensity dependence of the light-
assisted collision rate. The light-assisted collisions get slower as the light is more detuned and the
intensity lowers. This is explained by our simple model which requires one molecule to be excited
during the collision. The light-assisted collision rates are slower than the cooling time scale, therefore
all of the collisions are happening in thermal equilibrium. This data was taken by merging optical
tweezers and looking at pair-wise decays, an experimental technique we’ll discuss thoroughly in the
next chapter.

the ODT in the atomic and molecular physics community. Two body collisional pro-

cesses enforce “parity projection” where molecules collide pairwise to leave either 0 or 1

molecules remaining at the end of the collisional process depending on whether the ini-

tial number of molecules in the tweezer was even or odd. This implies that 50% loading

fraction is a fundamental limitation to the tweezer loading efficiency and the tweezer

platform is manifestly stochastic. There is one caveat to consider; it is not necessarily

true that the collision removes both molecules from the trap.24

The processes at hand in our experiment are slightly less simple, as we are driving

light-assisted collisions with the lambda cooling light. There are two frequency compo-

nents, one is blue detuned relative to all of the hyperfine levels while the other beam is

red detuned relative to some levels. Red detuned light creates an attractive potential
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however blue detuned light creates a repulsive potential. The advantage of the repul-

sive potential is that much less kinetic energy is transferred to the molecules during the

collisions since the potential softens as the molecules accelerate away from each other.

The potential is highly detuning dependent and has been shown in experiments with

atoms to be tunable such that only one particle escapes the trap at a time. That would

imply 100% loading fractions are possible.

We conducted a brief study of light-assisted collisions in the optical tweezer by slightly

expanding the trap volume to give ourselves time to observe the collisions before the

losses set in. Scanning the sub-doppler detuning, the two-photon detuning, and the

intensity of the light, we never observed “enhanced” loading fractions greater than 50%

in the CaF experiment. This is potentially because the upper leg of our lambda cooling

beams is between two closely spaced hyperfine levels which means not all transitions are

blue-detuned. Beyond enhancing the trap loading, we were not interested in studying

light-assisted collisions.

2.5 Ground State Collisions Part 1

While excited electronic state collisions are not terribly interesting due to their transient

nature, ground state collisions are. Primarily, we want to know if high-density gases

of molecules are collisionally stable or if fast loss processes will set in. Some of these

properties can be calculated theoretically however the two-body rate constants cannot
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Figure 2.11: The green trace is the survival of single molecules in the optical tweezer, with a
vacuum hold lifetime of 500 ms. The red trace shows the survival of two molecules decaying in 180
ms, indicating collisional losses. The blue and yellow traces show the survival of singles and doubles,
respectively, in the presence of the lambda cooling light. The single molecules imaging lifetime is
reduced in the optical tweezer compared to the 1064 nm ODT (130 ms vs 500 ms in the 1064 nm
ODT). We observe rapid light-assisted collisions with pairs decaying in 26 ms. This is consistent with
light-assisted collisions driving parity projection during the tweezer loading. The survivability plot
was taken from the integrated counts in the two marked regions of the histogram. The n=1 region
is where we expect single molecule fluorescence to appear with a very high probability. In the n>2
region, it’s extremely unlikely that a single molecule could produce that much fluorescence, leading
us to interpret this region of the histogram as the “multiples” region. This is where we calculate the
decay rates of pairs.

44



be predicted well enough to make strategic experimental decisions, so we set out to

make an initial measurement of the electronic ground state loss rate.

At this point in the experiment, we don’t have the ability to merge the tweezers yet.

However, we can reuse the same trick by slightly expanding the trap to a beam waist of

8µm in order to load multiple molecules. We see the multiple molecules as an elongated

tail in the fluorescence histograms, indicating fluorescence coming from several emitters

in the same trap. See Figure 2.11. We can estimate the electronic ground state (the

molecules are still in the N=1 manifold) collision rate by watching the decay of the

fluorescence tail vs hold time in the tweezers with the cooling light off. Knowing the

fluorescence yield of a single trapped molecule, we can bound the region of the histogram

tail where the doubly occupied tweezers are expected to be. We see the fluorescence in

the histogram tail decaying in 180 ms.

The lifetime of the doubly occupied tweezer can be converted into a useful two-body

loss rate only if the density of the gas is known. We measured the temperature using

the release and recapture method while the trap frequencies are measured using the

parametric resonance method and found the density to be 5×107 cm3. That implies a

2-body loss rate of 4×10−9 cm3/s , consistent with a “universal” loss rate model where

colliding molecules are lost with 100% probability once they come close enough.

This initial measurement of the ground state collisional loss rate will serve as the

starting point for the next chapter where we implement the merging of optical tweez-

ers to deterministically prepare two molecules in the same trap. We also implement
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microwave state control to create samples where both molecules are in a single inter-

nal quantum state of our choosing. This study will carefully asses the stability of a

high-density CaF gas, inform theory calculations, and inspire a collisional engineering

project described in the following chapter.
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3
Collisions of Exactly two Molecules

3.1 Why study collisions?

Understanding what happens when two molecules collide in the ultracold regime is an

important aspect of molecular physics that needs to be understood in order to stabilize

high-density gases.

Collisional loss rates have been measured in several bi-alkali molecules, either in the 1Σ

47



ground state or the metastable 3Σ state, including 40K87Rb107, 23Na40K115, 6Li23Na122,

23Na87Rb159, and 87Rb133Cs141,52,53. Our study is the first to measure the collisional

properties of 2Σ laser-cooled molecules5,149,97,3,34,6.

It is very important to know whether high-density gases of ultracold CaF molecules

are collisionally stable, where stability means that collisional processes at play are dom-

inated by elastic collisions. Any inelastic collisions where, for example, the molecules

stick together, undergo chemical reactions, interact with the trap light, or emerge in dif-

ferent rotational or hyperfine states, will lead to loss and/or heating. Most of these loss

processes happen when the molecules are very close together. Modeling two molecules

interacting strongly at close range is difficult. Although the current state-of-the-art

theory predictions are getting better, they of course do not supersede measurements.

To motivate why we care at all about high-density bulk gases when we have a func-

tioning optical tweezer platform for CaF molecules, let’s recall how the field of atomic

physics became what it is today through the discovery of Bose-Einstein condensates

(BEC). While laser cooling was the workhorse in the early 1990s, it was insufficient to

reach condensate temperatures. The same is true for the molecules experiments of to-

day. The breakthrough enabling cooling to BEC was evaporative cooling, which relies

on a high ratio of elastic collisions to inelastic collisions137,134 . Evaporative cooling

of molecules is a project we will work on later in this thesis but for now, we seek to

understand the basic collisional properties of ultracold CaF molecules.

Our study of collisions is somewhat paradoxical, starting with single molecules in
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optical tweezers. By merging pairs of loaded tweezers, we can study the collisions of ex-

actly two molecules in an ultra-controllable environment151,94,133,61. Adding microwave

state control allows us to prepare the molecules in any internal hyperfine state of our

choosing with very high fidelity. The experiment answers the question “how long do

pairs of molecules survive when they share a tightly confined trapping environment”?

3.2 Merging Tweezers

In the previous chapter, we developed the optical tweezer platform for CaF molecules

and mentioned in passing the active capabilities of the AOD. Here we will fully utilize

the dynamic capability of the AOD to move and merge the optical tweezer6.

3.2.1 Dynamic and Static Tweezers

The AOD generates the tweezers using different RF tones to produce slightly different

diffraction angles of the light. We can move the tweezers 10 µm for every 1 MHz

deviation from the center drive frequency of 100 MHz. Merging the tweezers involves

sweeping the RF frequency and then switching off one of the traps after the merger. We

can infer an immediate problem with the direct merging of tweezers: As we sweep the

frequency of one tweezer to match its neighbor there will be a very large amplitude beat

note on the light as the traps merge. This beat note will sweep through the parametric

heating resonance and cause rapid loss. Indeed this is what happened as we merged the
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Figure 3.1: Merging the tweezers is a delicate balance requiring fine-tuning of the power and
frequency. Box A) depicts an experiment where we merge the dynamic (AOD) and the static
tweezers, hold for a short time, and then reseparate. The tendency of the molecule to switch traps
or remain in the same trap depends sensitively on the trap depths, where the AOD trap depth is
tunable via RF drive power shown on the x-axis. Box B) shows the sensitivity of the spatial overlap
for a molecule to be transferred between tweezers. The AOD tweezer was swept to a final frequency
(shown on the x-axis) and then switched off. Molecules that are transferred to the static tweezer
survive. In real space, the AOD tweezer translates 10 µm/MHz. The width of the transfer feature
(3 µm) is almost exactly double the beam waist. Box C) is what we monitor during the collision
experiment to ensure tweezer splitting is done symmetrically. It maps the probability of a single
molecule starting in either of the two traps to swap traps or remaining after the merger. All four of
the possibilities should have the same probability when the splitting is optimized to be as symmetric
as possible.

traps directly and we never saw any transfer.

The simple fix is to have one stationary tweezer and one dynamic tweezer produced

by the AOD. The stationary tweezer was split off and recombined with the AOD light

using a polarizing beam spitter. This method provides two layers of beat note protection.

First, the AOD is 100 MHz shifted relative to the stationary tweezer; a frequency far

too high to have any motional coupling effects. Second, the polarizations of the two
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tweezers are crossed on the cube, preventing beating altogether.

Positioning the tweezers turns out to not be difficult as they only need to be over-

lapped better than a beam waist. Once the tweezers are merged, we hold the molecules

together for a variable amount of time during which collisions occur and molecules can

be lost from the trap. After the collision time is over, we measure how many molecule

pairs survive the encounter.

3.2.2 Splitting

Unfortunately, due to light-assisted collisions, we cannot image two molecules together

in the same tweezer, so we elect to separate the tweezers. The splitting process requires

the depths of the two tweezers to be very well matched, otherwise, both molecules end

up in the same trap. The tolerance is roughly set by the temperature of the molecules

and any differences in trap geometry between the static and dynamic traps. Trap depth

matching needs to be done on the few percent level to be effective. We do this by fine-

tuning the RF power going to the AOD, observing which trap the molecule ends up in

after the splitting, and then iterating to make it as even as possible. In practice, this

effort takes a few tens of minutes. Figure 3.1 shows the merging process and splitting

efficency.

While the splitting procedure works well, it is subject to slow drifts throughout the day

which can bias the apparent survival fraction of pairs. Fortunately, our experiment is self-

calibrating in real-time and we always have a monitor of the splitting ratio interwoven
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between data points. The tweezers load approximately 50% of the time, which means

only 25% of the time both contain a molecule. For the 50% of occurrences where only one

tweezer is loaded, we perform the merging experiment and then map out the probability

of the single molecule returning to the same trap or switch traps after splitting. The

same data set also provides a check on the single molecule survival rate during the

collision hold time; a quantity that should (and does) remain perfectly constant.

3.3 Coherent Control of Molecules

The second aspect of this experiment is control over the internal state of the molecule? .

The previous collision rate we measured in the last chapter involved molecules in a

statistical mixture of hyperfine levels belonging to the N=1 rotational manifold6. With

the addition of optical pumping and microwave transfer, we can prepare high-purity

samples of molecules in any internal quantum state we desire.

3.3.1 Optical pumping

The “purification” of the quantum state is a two-step process. After the lambda cooling,

the molecular population is distributed over the four hyperfine levels in the N=1 rota-

tional manifold. The first step is to use optical pumping to move as much population as

possible to one of the hyperfine levels. Optical pumping is the energy and entropy dis-

sipating step in the state preparation process. Fortunately in CaF, the N=1 rotational
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Figure 3.2: We optically pump the N=1 population to the |N = 1,F = 0,m f = 0⟩ hyperfine level
using low-intensity light with resonant frequency components indicated in the figure on the left.
Some residue remains in the other states due to off-resonant scattering which pumps the population
out of the desired state. On the right is a plot showing the optical pumping rate. Molecules pumped
into |N = 1,F = 0,m f = 0⟩ were transferred to the N=0 manifold via a microwave pulse where they
are dark to the imaging light. We imaged the remaining molecules in all hyperfine levels in the
N=1 manifold and found after 50 µs of optical pumping, 20% of the population was either in an
N = 1 hyperfine level at was not |N = 1,F = 0,m f = 0⟩, or the microwave pulse left a residue in
|N = 1,F = 0,m f = 0⟩. In this sense, the measurement is a lower bound on the optical pumping
efficiency.

manifold has a well-isolated F=0 state which is perfect for optical pumping because it

is a single state.

The optical pumping beams are low-intensity beams resonant with the F = 1−, F = 1+,

and F = 2 hyperfine levels, seen in Figure 3.2. The population cycles until a spontaneous

decay takes it to the F=0 level which is dark by construction. A 50 µs optical pumping

pulse is sufficient to pump about 80% of the N=1 population into F=0. The limiting

factor is the energy spacing between F = 1+ and F = 0 which is only about 2.5 linewidths

therefore the F = 1+ beam is off-resonantly driving the F = 0 population.
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3.3.2 Microwave Transitions

With a substantial population fraction in the |N = 1,F = 0⟩ state, we can now focus

on driving between N=1 and N=0 manifolds with a microwave transition. The gap is

roughly 2B≈ 20.5 GHz and the transition is very strong since the coupling is provided

by the rotational dipole moment (3.07 Debye for CaF).

The microwave system for this application consists of a few components. We use a

low-power K-band microwave source with a 5 watt amplifier followed by two stacked

switches to feed a microwave horn antenna. Our microwave source is tied to a 100 MHz

oven-stabilized reference. The antenna is outside of the vacuum chamber and couples in

through a viewport. Due to the strong nature of rotational transitions, electric fields on

the order of 1 V/cm are sufficient to drive MHz scale Rabi oscillations (coherent driving

between rotational levels).

To find the rotational transitions, we expose the molecules to a several-millisecond-

long high-power microwave pulse. When the pulse is on resonance, it drives Rabi os-

cillations for several cycles until it decoheres are spreads the population into a 50 : 50

statistical mixture between the upper and lower states. We observe this as a dip in

molecular fluorescence, as sen in Figure 3.3. The width of the transition is due to pure

power broadening and the transitions can be located to the kHz scale by lowering the

microwave power.

To measure the Rabi frequency, we tune the microwave frequency to resonance and
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Figure 3.3: On the left is a level diagram with the relevant states. The blue arrows correspond to
the microwave transitions we observed on the top right plot, where the m f levels were resolved by
applying a 1 Gauss magnetic field. The spectrum was obtained using a 2 ms long microwave pulse,
long enough for the Rabi oscillations to decohere. On the bottom right is a sample Rabi oscillation on
the |N = 1,F = 0,m f = 0⟩←→ |N = 0,F = 1,m f = 0⟩ transition. It was driven at very low microwave
power, resulting in a slow Rabi oscillation, where only the molecules remaining in the N=1 manifold
are detected by the lambda imaging process.
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then rapidly switch on the microwaves. The microwaves drive the system coherently

for a variable amount of time before we rapidly switch it off. The switch-off leaves the

molecules in a superposition of N=0 and N=1 which we measure projectively by lambda

imaging the population in the N=1 manifold. Rabi frequencies of 1 MHz are sufficient

for our experiment. Our primary interest is to tune the microwave pulse length to the

π time, which provides the maximum population transfer to the ground state.

We first characterized the |N = 1,F = 0,m f = 0⟩ → |N = 0,F = 1,m f = 0,±1⟩ transi-

tions. Nominally the three |N = 0,F = 1,m f = 0,±1⟩ projection states are degenerate

but we apply a roughly 2 Gauss magnetic field to split them sufficiently to resolve the

three components. The Rabi frequency of the three possible transitions in this manifold

provides information about the polarization of the microwave field relative to the quan-

tization axis set by the magnetic field. No special consideration was given to driving any

particular polarization and our data show the microwaves are more or less completely

unpolarized despite the antenna generating mostly linear polarization.

Once the Rabi frequency is known, the population can be transferred by exposing

the molecules to the microwaves for half a period (π-pulse time), resulting in most of

the population being projected into the N=0 level when the microwaves switch off. The

final step to preparing a very clean system is to remove any remaining population in

the N=1 manifold with a resonant heating pulse. We tune the lambda cooling light to

resonance and expose the molecules for 5 ms, more than enough to heat any remaining

N=1 molecules out of the tweezer.
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Figure 3.4: On the left is a spectroscopic scan showing the location of the nominally forbidden
|N = 1,F = 0,m f = 0⟩ ←→ |N = 0,F = 0,m f = 0⟩ transition. The 3.5 Gauss magnetic field makes
the transition weakly allowed by mixing in nearby hyperfine levels. Due to the narrow nature of
the transition, we opted to use a Landau-Zener pulse to transfer the population. On the right, we
estimate the transfer efficiency of the Landau-Zener sweep by fitting the population measured in
N=1 after a sequence of n Landau-Zener sweeps. An odd number of sweeps moves the population
to |N = 0,F = 0,m f = 0⟩ where it is dark to the imaging light. An even number of sweeps brings
the population back to |N = 1,F = 0,m f = 0⟩, where it is bright. The solid bars a calculated from a
decaying sinusoid model, indicating a Landau-Zener transfer efficiency of 74%

3.3.3 Driving to Ground State

The optical pumping into |N = 1,F = 0,m f = 0⟩ creates an issue for transferring the

population to the absolute ground state |N = 0,F = 0,m f = 0⟩ because this transition is

not dipole allowed. However in the presence of a weak magnetic field, the |N = 1,F =

0,m f = 0⟩ state mixes primarily with |N = 1,F = 1+,m f = 0⟩ and gains a transition

dipole moment coupling to |N = 0,F = 0,m f = 0⟩. The effective Rabi frequency is Ωe f f =

(µBB/∆) ΩN=1,F=1+ . In practice, the Rabi frequency is a few kHz which is enough to

find the transition however directly driving Rabi cycles is somewhat hard due to the

transition frequency drifting on the kHz scale for any number of reasons.
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3.3.4 Landau-Zener Transfer

The best way to handle population transfer for narrow transitions is to use a Landau-

Zener sweep. This is an adiabatic passage technique that sweeps the population coher-

ently from the upper state to the lower state by dressing the system with a detuned

microwave field and then sweeping the frequency across resonance to invert the dressed

state. We do the Landau-Zener sweep by hold the microwave frequency constant and

sweeping a magnetic field from 5 Gauss to 2.5 Gauss in 20 ms, shown in Figure 3.4.

The microwave frequency is resonant with the transition when the magnetic field is at

3.5 Gauss. As the microwaves switch on at a magnetic field of 5 Gauss, the population

projects into a dressed state basis that looks like |N = 1,F = 0,m f = 0⟩+ Ω
∆ |N = 0,F =

0,m f = 0⟩ where Ω
∆ is smaller than 3×10−4.

The sweep rate is set fast enough to minimize dephasing while the microwaves are on,

yet slow enough to limit non-adiabatic transfer as the sweep cross the narrowest gap on

resonance. The slew rate needs to be slow relative to our 2π×2 kHz Rabi frequency to

avoid Landau Zener tunneling which scales as e−2π Ω2
d∆/dt . We determined experimentally

that sweeping from 5 Gauss to 2.5 Gauss in 20 ms is optimal.

After the sweep, the ending dressed state, (|N = 0,F = 0,m f = 0⟩ − Ω
∆ |N = 1,F =

0,m f = 0⟩) is mostly the bare |N = 0,F = 0,m f = 0⟩ level and is projected onto the

absolute ground state when the microwaves switch off, resulting in population transfer.

We estimated the transfer fraction by doing several Landau-Zener sweeps while removing
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the non-transferred molecules. The data fit to a single sweep transfer efficiency of 74%,

good enough for perparing molecules for a collision study.

3.4 Collisions

The collision data we have access to is how long pairs of molecules survive in the trap.

It doesn’t necessarily tell us what happened when we observe losses of pairs however

by utilizing our careful state preparation process we can create samples with different

possible loss mechanisms and observe the loss rates. We measure the loss rates as a

time decay of two-particle survival. This needs to be converted to a 2-body loss rate or

a cross-section, corresponding to γ = nσv where the loss rate γ is what we measure, n

is the sample density measured separately, σ is the collision cross section containing all

of the interaction physics and v is the average relative velocity set by the temperature

of the sample. Another useful quantity is the two-body rate given by γ = βn (β = σv).

3.4.1 Extracting the 2-body rates

Measuring the density can be difficult. It is based on the confinement of the trap that

we estimate by measuring the trap frequencies and the temperature of the molecule.

The trap frequency measurements are the same as described in the last chapter. To

ascertain the temperature, we rely on three different measurements which all turn out

to be mutually consistent. The first technique, release and recapture, works as described
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in the last chapter and gives a temperature of 52 µK. This measurement is based on

modeling the trap and is sensitive to the shape of the trap6.

We measured the temperature using an adiabatic ramp down. As the trap decreases

in depth, some of the motional states become unbounded and couple to free particle

states, resulting in loss. We used a Monte Carlo simulation to model this process,

however, like the release and recapture, it is assuming a Gaussian model for the trap

shape. The measurement returned a sample temperature of 24 µK.

The third and most robust temperature measurement is time of flight. For single

molecules, this is very time-consuming to see the expansion with enough signal-to-noise

to fit it however there is no modeling required at all making this a very robust measure-

ment. We used resonant light to image hte molecules for 10 µs, scattering an average

of 100 photons per molecule. Tens of thousands of averages were needed to produce

the measurement and the result was 42 µK which we is the temperature we used to

calculate the 2-body loss rates.

Exactly as described in the last chapter, we use parametric heating to measure the

trap frequencies of ωx,y = 2π×77 kHz and ωz = 2π×5.5 kHz. From the trap frequencies

and temperature, we can calculate the density for a harmonic trap:

ρ =
ωxωyωz

8π3/2(kbT/m)3/2 (3.1)

This harmonic approximation works well at our trap depth of 1400 µK and tempera-
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Figure 3.5: Acurately estimating the single molecule density in the optical tweezer is the key to
converting the loss rates we measure into useful 2-body rates and cross sections. In panel a, we use
a time of flight expansion to measure the temperature in the optical tweezer. Fitting the square of
the time of flight vs the square of the cloud size produces a linear function where the slope is the
temperature. We extracted a temperature of 41±12 µK, consistent with the release and recapture
data. In panel B, we measure the trap frequencies (2ω) using parametric heating. Both radial trap
frequencies fit to 77 kHz and the axial frequency is 5.5 kHz. Our measurements predict a density of
5×1011/cm3

ture of 42 µK. An η value of 33 indicates the trap is very harmonic. The single molecule

density in the optical tweezer is 4× 1011/cm3. The measurements used to obtain this

value are shown in Figure 4.16.

3.4.2 Interaction Potential

The mechanics of the collisions can be described semi-classically. The interaction po-

tential is based on the attractive Van der Waals interaction characterized by C6, and

the repulsive centrifugal barrier.

U(r) =−C6/R6 +L(L+1)/(mR2) (3.2)
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The centrifugal barrier depends strongly on the relative angular momentum between

the colliding pair, which defines the symmetry of the 2-particle wavefunction when both

molecules are in the same internal state. CaF is a Boson requiring the total wavefunction

|ψ⟩= |N,F,m f ⟩1
⊗
|N,F,m f ⟩2

⊗
|L,ml⟩ to be symmetric under the exchange of particles

1 and 2. For the 2-particle states of this form, only even partial wave components

contribute.

The L = 0 (S-wave) collisions have no angular momentum and no centrifugal bar-

rier needs to be overcome. These collisions are purely attractive and it’s easy for the

molecules to reach short range. The next lowest even partial wave, the D-wave com-

ponent, has two quanta of angular momentum and an associated potential barrier of

height 110 µK. The D-wave collision channel is not a major contributor to the total

collision rate.

The next task is to calculate the C6 coefficient in units of the Bohr radius and Hartree

energy by summing the dipole transition moments between the ground and excited

states.

(
1

4πε0

)2

∑
i

d4
i /6∆i =−2.25×105 a6

0Eh (3.3)

The N=0 hyperfine states as well as N = 1,F = 0 have isotropic C6 coefficients whereas

all the other hyperfine levels in N = 1 and beyond have the typical D-wave characteristic

of a dipolar system. Figure 3.6 shows the C6 coefficients for all the hyperfine levels in
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Figure 3.6: For molecules in the absence of a polarizing external field, the interaction potential art
long range is well described by the Van der Waals interaction. Molecules in the N=1 rotational state
have an anisotropic interaction except for the |N = 1,F = 0,m f = 0⟩ state, which is isotropic like the
N=0 states. Using the calculated Van der Waals interaction strength from plot A), in plot B) we add
the centrifugal term to get the interaction potential. For two molecules in the same internal state,
only even partial waves preserve the Bosonic exchange symmetry of the wave function. The S-wave
potential has no barrier and is the dominant interaction. The P-wave term is not allowed and the
next lowest partial wave (D-wave) only contributes slightly due to the activation barrier being above
the sample temperature.

N = 1 and shows the interaction potential for S, P and D-wave components for the

isotropic N = 1,F = 0 Van der Waals interaction potential. This simple model helps

us to estimate the capture range below which more complicated things happen such as

inelastic processes.

3.4.3 Short Range Interactions

The length scale we are calling short-range needs to be quantified. It is the length scale

associated with the Van der Waals interaction and it’s given by

lV dW =
2π

Γ(1/4)2

(
mC6

h2

)1/4

(3.4)
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which is approximately 200a0 for CaF.

At the short-range length scale, the interactions are no longer strictly Van der Waals

and much more complicated things can happen involving the mixing of the molecular

states and eventually changes in the relative position of the bonded atoms, leading to a

chemical reaction. These processes are much harder to calculate, however, we can make

progress by assuming a black box below lV dW and only asking the following question:

What collision cross section do we expect if the processes below lV dW have loss probability

p? Let’s assume p = 1, or equivalently we’ll call it universal loss65,49 . From this model,

we estimated a loss rate of 3×10−10 cm3/s, which we will use as our comparison point

from now on.

3.4.4 What happens at short range?

Comparing our measured 2-body loss rates to the universal rate, we can attempt to draw

conclusions about the loss probability at short-range. While the universal loss model

makes no assumptions about what happens at short range, there are a few possibilities.

CaF molecules in the absolute ground state have possible chemical reaction pathways.

The highly exothermic 2CaF→ Ca+CaF2 reaction does not have an activation barrier

meaning this reaction will happen all the way down to absolute zero. No products of

this reaction will remain in the trap due to the high energy released.

The other loss possibility stems from a process called sticky collisions96,95. This

happens when colliding molecules form a long-lived collisional complex. When the
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molecules come close together, on the order of the bond length, the interactions become

very strong, and complicated dynamics ensue. There are many many quantum states

for the system to explore, however, no energy has been conferred to the system. Non-

reacting ground state molecules, for example, can only exit the complex in the same state

they entered. There is only one channel and the lifetime of the complex is determined

by how long it takes the system to find the exit channel. Typical complex dynamics

happen on the vibrational period time scale (picoseconds) however the complex lifetime

can be hundreds of nanoseconds due to the enormous density of states and the length

of time it takes to explore that state space to find the exit channel.

The lifetime of the complex can be estimated statistically using RRKM theory (Rice-

Ramsperger-Kassel-Marcus) and is given by ΓRRKM = N0/(2πρ) where N0 is the number

of open scattering channels (order unity) and ρ is the density of states, which is relatively

large. In practice, estimating the density of states can be challenging, leading to a

wide range of predicted complex lifetimes37. Our experiment isn’t particularly well

suited to measure the lifetime of a complex; however, a subsequent bi-alkali experiment

recently reported measurements of collision complex lifetimes significantly longer than

the RRKM predictions110.

Nominally, the complex formation could be elastic since the molecules separate in the

same states they entered, however, several bad things can happen to the complex. First,

low-probability chemical reactions have a much longer time to occur when the molecules

are stuck in a collisional complex. Another loss mechanism, relevant to non-reactive
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species in optical traps, is where a trap light photon excites the complex, resulting in

heating and subsequent loss. While CaF is reactive, other non-reactive species see rapid

losses in optical traps and this light-induced collisional complex loss model is the leading

explanation38.

3.4.5 Ground State Collisions

Studying the ground state collisional loss rate is a good starting point because it elimi-

nates any possible single-molecule state-changing effects during the collisions since there

are no lower single-molecule states to which the system can relax. The remaining loss

processes can only be chemical reactions or “sticky collisions” that result in loss.

The barrier-less chemical reactivity is enough to suggest that ground-state CaF

molecules will be lost with unit probability when they collide at short-range. We find

the ground state molecules are lost at a rate of βgs = 1.5(1)×10−10cm3/s, slightly below

but not significantly inconsistent with universal loss. Our result, shown in figure 3.7, is

very similar to recent bi-alkali experiments53.

3.4.6 Spin-Stretched State

It’s potentially disappointing to see universal loss for ground-state molecules, however,

there are more quantum states with different natures. The lower-most spin stretched

state (nuclear and electronic spins aligned), |N = 0,F = 1,m f =−1⟩ is one. The triplet

nature of the interaction potential means there is a substantial barrier to the 2CaF→

66



Figure 3.7: The plot on the left shows the survival of single molecules vs hold time during the
collision measurement sequence. Each time a single tweezer is loaded, the sequence proceeds as if
collision data is being taken which serves as a self-calibration for the survival of single molecules.
The lifetime is consistent with no single molecule lifetime issues, indicating all hold time-related loss
processes are collisional in origin. Panel B shows the survival probability of pairs of ground-state
molecules as a function of merging time. The pairs are lost with an exponential time constant of 16
ms. One subtly is that the lifetime should be fit by an exponential, not the usual density-dependant
2-body algebraic decay rate because the density does not decay during the collisional process.

Ca+CaF2 reaction and it might be suppressed as a result. We did not measure any

suppression in the experiment, however. The measured rate was βstretched = 2.5(1)×

10−10cm3/s, which is also fully consistent with universal loss.

One of the potential pitfalls is ensuring spin-polarization is maintained at all times

throughout the collision. We split the N = 0,F = 1 sublevels with a 10 gauss magnetic

field and it’s possible the spin polarization is not maintained during the collisional

process due to the relatively small gap between the m f levels. Once it’s lost, the spin-

singlet reaction channel is available once again. Larger magnetic fields would make the

spin polarization more robust, but we didn’t have the means during this experiment to

go much higher than several Gauss.
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Figure 3.8: The plots above depict the survival probability of pairs of molecules prepared in the
labeled quantum state as a function of hold time. All pairs decay exponentially with similar time
scales. The density is the same for all 4 iterations of the experiment, and we can read off similar
2-body rates due to the similarity between all 4 exponential time scales.
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Figure 3.9: Two-body loss rates for all the states measured in this study. The universal loss rate is
3×10−10 cm3/s

3.4.7 Rotationally Excited Molecules

We also studied collisions of molecules in N = 1,F = 0,m f = 0. This system can have

both hyperfine and rotational relaxation in addition to possible chemical reactions and

complex formation/destruction. We observed βN=1 = 1.5(0.50)×10−10cm3/s, once again

slightly below the universal loss rate but still un-informative about which loss process

is occurring. Figure 3.8 summarizes the measured two-body inelastic lifetimes for all

the states we prepared.

3.5 What is happening to the molecules?

For every configuration with potentially different behavior, we observe two-body loss

rates consistent with universal loss (comparison in Figure 3.9). While the concrete

conclusion is during a short-range collision, no outward molecular flux is generated, it

doesn’t definitively indicate what is the loss process. In principle, one could detect

the free Ca atom produced in the 2CaF→ Ca+CaF2 chemical reaction however this is

beyond the technical scope of our experiment.

While trap light-induced losses could be destroying collisional complexes, we are

inclined to conclude the barrier-less chemical reaction will proceed anyway resulting in

69



universal loss regardless of the radiative lifetime of the collisional complex.

It is abundantly clear that ultracold, high-density gases of CaF molecules are not

collisionally stable, which is a serious issue for the implementation of evaporative cooling.

There are some ways to engineer interactions that prevent short-range losses and we will

spend substantial efforts investigating one of these schemes in the next chapter 51,119,50,74

.
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4
Engineering Molecular Collisions

We looked to nature to provide us with a collisionally stable high-density gas of ultracold

CaF based solely on the intrinsic properties of the molecule but found universal losses

occurring in every configuration we tried. This is not unexpected considering nearly

every ultracold molecular collision experiment sees universal losses158,53,62,35. Evidently,

we will not get good collisional properties for free, so we have to be creative and engineer
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a way around the collisional loss processes. The end goal is to have control over the

collisions such that we can implement evaporative cooling and have a long-lived high-

density ultracold gas145,135.

The problem is navigable because the loss processes seem to only be active when

the molecules are very close together14,139,71,105. This is the motivation to engineer

a repulsive long-range barrier around each molecule to keep them from coming close

enough together for a chemical reaction or sticky collision to occur. The idea is not

to remove collisions altogether from the system but to create a situation where the

molecules collide elastically and bounce off each other without changing state.

We have not yet taken advantage of the full structure of polar molecules and the

collisional processes we have studied so far are dominated by the Van der Waals in-

teraction. By virtue of the large permanent electric dipole moment of the molecules,

we can polarize them in external fields and realize strong and long-range dipolar in-

teractions. Of course, these interactions can be attractive or repulsive, depending on

the relative orientations of the molecules. The trick to building a shield is to somehow

orient any pair of colliding molecules in the repulsive direction of the dipole-dipole in-

teraction51,119,50,74,75,73. We will accomplish this by using microwaves to program the

molecules to repel when they cross paths with one another.

72



4.1 How does Microwave Shielding work?

Engineering an interaction that guarantees repulsive behavior is not easy. There are

two regimes we have to control: the separated regime where the molecules are far apart,

unable to feel the presence of the other molecules, and the collision regime where all the

two-particle dynamics happen.

Beginning with the separated regime, we prepare single-particle microwave field-

dressed states by exposing the molecules to a carefully designed microwave field. Through-

out the experiment, the microwave drive is continuously running, generating the dressed

state. Molecules prepared in the upper dressed state (higher energy dressed state) rotate

with their dipole moments perfectly out of phase with the microwave field, in contrast

to molecules in the lower dressed state which follow in phase154. All other orientations

of the molecule dipole moment and the nearly resonant microwave field are described by

linear combinations of the two dressed states. As well explain momentarily, the upper

dressed state is relevant to collisional shielding and the lower dressed state enhances

the loss rates (anti-shielding). When the molecules are very far apart, we want them to

remain coherently driven by the microwaves in the upper-dressed state and that’s the

full extent of the separated regime control we must exercise over the system.

During a collision, the interaction becomes much more complicated. The molecules

have a 3.07 Debye permanent dipole moment that generates a molecule-frame dipolar

electric field given below:
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Figure 4.1: On the left is a level diagram showing all the hyperfine states in the N=0 and N=1
rotational manifolds. We optically pump all the population to the |N = 1,F = 0,m f = 0⟩ state.
The red arrows indicate the direction of the Landau-Zener transfers, LZ1 and LZ2. LZ1 moves the
population to the absolute ground state, after which an optical pulse resonant with all 4 hyperfine
levels in N=1 heats away any remaining population. The thick blue arrow indicates the transition we
drive during the shielding process. The LZ2, at the very end of the experiment, brings the population
back into the N=1 manifold for imaging after the collision time. On the right is a cartoon showing
the potential. The upper dressed state adiabatically connects to the repulsive branch, resulting in
a classical turning point at around 1000 a0, long range compared to lV dW . The lower dressed state
or anti-shielding state converts to the strongly attractive side of the potential resulting in enhanced
loss rates compared to the ground state. The Rabi frequency is responsible for maintaining the gap
that protects against Landau-Zener tunneling between the dressed states.
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U(r,θ) =
d2(1−3cos2(θ))

r3 (4.1)

When the molecules are close to each other, this field becomes the dominant in-

teraction. In the case of collisions in the absence of an external field, there is nothing

generating an orientation for the dipoles. During a series of collisions, the dipolar effects

average out and the only remaining interaction is the dipole-induced-dipole interaction

otherwise known as the Van der Waals interaction.

However, with the addition of microwaves, direct dipolar interactions become rele-

vant because the external microwave field generates a global polarization of the dipole

moments. As the molecules approach, there is a cross-over region (Condon point) where

the dipolar interaction becomes stronger than the microwave driving51,50,74,75,73. Within

this regime, there are two branches of dipolar interaction; one where the potential is

attractive and one where it is repulsive. Since the manifold is smooth, the two free

space-dressed states connect to the two branches of the dipolar interaction. The upper-

dressed state maps to the repulsive branch during the collision, clearly where we want

to be. The key to shielding is to cross this Condon point adiabatically connecting the

upper dressed state to the repulsive branch. This results in a classical turning point at

long-range compared to the Van der Waals length, below which universal loss is known

to take place74,75. This turning point is illustrated semi-classically in Figure 4.1.

How does this create a repulsive dipole-dipole interaction for all orientations of collid-
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ing molecules? The answer is it doesn’t, however, it creates a situation whereby dressing

the single molecules at large separations, we are programming the dipoles to anti-align

with the electric field of the microwaves. During the collisions, the molecules are still

programmed to be anti-aligned with an electric field provided that the anti-alignment

adiabatically converts from the microwave electric field to the electric field of the col-

liding partner molecule’s dipole moment. In this way, we always anti-align the dipole

moments for maximum repulsion. Anti-shielding is possible too by preparing the lower

dressed state and generating a situation where the dipoles auto-align to be strongly

attractive154.

The key to this scheme working is to maintain adiabaticity during the collision and

for many collisions thereafter. Maintaining adiabaticity requires a large gap between

the dressed states which translates to high Rabi frequencies and a lot of microwave

power74,75. In our case, we need to drive the molecules with 10;s of MHz of Rabi

frequency. This is the initial engineering challenge, to build a high-power K-band mi-

crowave source, however, there is a direct corollary with regard to the polarization.

4.2 Polarization

Maintaining a large enough gap at the Condon point to ensure adiabaticity puts a

constraint on the polarization of the microwaves, as we will see momentarily. The size

of the gap is sensitive to the relative orientations of the microwave polarization to the
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axis connecting two molecules during the collision, which is described by the following

matrix element164

 J′ 1 J

m+q −q m

 (4.2)

For linear microwave polarization (q = 0) and for molecules approaching along the

polarization vector (m = 0), the Q-branch of this matrix element (∆J = 0) vanishes. For

this configuration, the far field-dressed states cross over to the dipole-dipole-dominated

regime with zero coupling and no energy gap, thus it is a real level crossing and non-

adiabatic conversion between the dressed states cannot be avoided. In simple terms, for

linear polarization, there is a hole in the shield at the North and South poles through

which rapid losses can occur164. In the case of pure circular polarization, the matrix

elements are always non-zero, leading to an avoided crossing at the Condon point with

a gap sensitive to the Rabi frequency.

Elliptical polarizations can still be problematic, with the linear component able to

create a hole in the shield. From the theory calculations, microwave shielding requires

highly circular polarizations in order to have a loss rate below the universal ground

state loss rate, measured in the previous chapter. We are targeting a 10 : 1 polarization

cleanliness ratio, which corresponds to increasing the power of the circular polarization

component by 20 dB above the other two polarization components.
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4.3 Loss Processes

There are many ways shielding can fail and cause losses substantially faster than the

bare Van der Waals-based universal loss rates we previously observed.

The first consideration is maintaining the dressed state while the molecules are not

colliding since this is the state of the system for the vast majority of the time. Maintain-

ing coherent microwave-molecule driving when the molecules are not colliding is critical

since it defines the upper dressed state. The robustness and lifetime of the dressed state

depend critically on the quality of the microwave drive in terms of the source phase

noise, which we will characterize in great detail. As the coherence is lost, the popula-

tion becomes a statistical mixture of both upper and lower dressed-states resulting in

inelastic collisional losses.

When collisions occur, an obvious failure mode for shielding is not maintaining adi-

abaticity and unintentionally converting to the lower-dressed state/ attractive dipole-

dipole interaction. This is the result of Landau-Zener tunneling, which we suppress with

high Rabi frequency and circular polarization. The high Rabi frequency itself causes

problems in the form of microwave-driven losses where the hyperfine levels become

shifted during the collision process and can be driven directly by the microwaves74,75.

This results in heating and the potential for lossy collisions when other hyperfine states

become involved. Microwave-induced loss is the main limitation to shielding in free

space and is heavily influenced by the structure of the molecule. We choose our shield-
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ing states with this in mind.

4.3.1 State Selection

Having established microwave-induced loss as the primary loss channel, the success of

the project relies on picking the most optimal sets of states to use for shielding. Using

a coupled-channel calculation run by Tijs Karman (Figure 4.2), we settled on using

the absolute ground state |N = 0,F = 0,m f = 0⟩ and the |N = 1,J = 1/2,F = 1−,m f =

−1⟩ state as the bare states that we want to dress for the shielding experiment. The

intuition, which happens to be somewhat accurate, suggests these states should suffer

the least from microwave-induced losses because both the upper and lower states in

the transition are the “ground states” of their respective rotational manifolds. This

eliminates hyperfine loss channels within the same rotational manifold driven by level

crossings that happen during collisions, however, there is probably no way to get around

hyperfine state-changing loss channels between the rotational manifolds coupled directly

by the microwaves as the energy levels shift during a collision.

The only downside to our choice of states is with regard to how we populate the

shielding states. Since the optical pumping step is ideal for single quantum states, we

elect to pump all the population into N = 1,F = 0,m f = 0⟩. This requires us to use the

same Landau-Zener transfer mechanism from the last chapter to move the population

into the absolute ground internal state, |N = 0,F = 0,m f = 0⟩. From here, we jump

the microwave frequency to be nearly on resonance with the |N = 0,F = 0,m f = 0⟩ ←→
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Figure 4.2: Coupled channel inelastic loss rate calculations produced by Tijs Karman. On the left is
a plot of two-body loss rate vs microwave polarization ellipticity for several different Rabi frequencies.
The ground state loss rate is 1.4× 10−10 cm3/s which restricts the parameter space for the Rabi
frequency and microwave polarization cleanliness if we seek to suppress the loss rates below the
bare ground state. This calculation does not include the effects of the trap light, which we will add
later in the chapter. The plot on the right shows the loss rates at different magnetic fields. The
negative magnetic fields correspond to driving to the |N = 1,F = 1−,m f =−1⟩ excited state level. It
was not clear to us why the calculations indicate the |N = 1,F = 1−,m f =−1⟩ state is better than
|N = 1,F = 1−,m f =+1⟩.

|N = 1,J = 1/2,F = 1−,m f =−1⟩ transitions, for preparing the dressed states. The multi-

step preparation process significantly reduces our data rate due to the multiplicative

losses for each step of the process.

4.4 Building the Microwave System

Our experiment will use the same tweezer merging architecture from the previous study

but now with the addition of a much more sophisticated microwave system and quantum

state engineering. The microwave system’s technical requirements for power, frequency,

polarization control, polarization cleanliness, and phase noise will require considerable

80



innovation to meet. We will also find the quantum state engineering for microwave

shielding has its own set of challenges.

The first objective is to settle on an antenna architecture that can produce circularly

polarized microwaves at 20.5 GHz. We opted to build a 2×2 array of helical antennas85.

The circumference of the helix is the wavelength and the spacing between wraps should

be λ/4. The directional gain of the antenna is set by the total number of windings. Our

20.5 GHz antenna was 5 mm in diameter and had 8 windings, giving it a height of 3 cm.

The copper wire was bound to a 3D-printed (ABS) helical form to ensure uniformity

and ease of construction and an individual SMA connector was soldered onto each arm

of the antenna to feed power. Figure 4.3 depicts the antenna. The 4-antenna array,

with each antenna rotated sequentially by 90 degrees produces a very clean circular

polarization in free space. We impedance-matched the antenna by minimizing back

reflected microwave power at 20.5 GHz, monitored on a spectrum analyzer. The tuning

was done by dropping little pieces of molten solder on the fixture to influence the

capacitance. We found this method wasn’t particularly controllable but it eventually

yielded an antenna with less than −12 dB of back reflected power at 20.5 GHz

The helical antennas operate in axial mode creating circular polarization around the

z-axis of the MOT coils. The array has a copper back plate with a hole for the z-beam

MOT light to pass through. A 90% transparency copper mesh covers this hole to allow

light to pass through, but reflect microwaves. The antenna array is mounted inside of a

re-entrant window tube just above the upper, in-vacuum, MOT coil with the tip of the

81



Figure 4.3: On the left is a picture of the helical antenna array and the antenna mounting configu-
ration in the MOT chamber. The antenna array assembly (green background) sits in the re-entrant
window with the SMA connectors facing upwards. Just out of frame at the top of the MOT chamber
image are the 4 amplifiers, phase shifters, and phase-stabilized cables on each of the 4 antenna arms.
On the right is a measure of the Rabi frequency on the shielding transition. This corresponds to a
circularly polarized electric field of 27 V/cm at 20.5 GHz.

antenna a few centimeters away from the molecules in order to maximize the microwave

electric field at the tweezer location.

The antenna is fed with microwaves generated by mixing an 18.5 GHz (Keysight

E8257D) source with a 2 GHz source (Windfreak SynthHD Pro locked to a 100 MHz

low-phase noise oscillator). Following the mixer, a bandpass filter selects the 20.5 GHz

signal which is then amplified, as seen in Figure 4.4. Next, the signal is split into four

paths, each with an individually adjustable phase shifter and a high-power amplifier

(TGA4548-SM) producing about 5 Watts each.

This setup is capable of producing 30 V/cm electric fields at 20.5 GHz based on the

combined power of the amplifiers and the expected directional gain of the antenna array.
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Figure 4.4: Microwave system used for shielding. Our method of state preparation for shielding
requires amplitude control of the microwaves which we achieve using a voltage variable attenuator on
the 2 GHz arm. Several microwave elements are not shown. We used stacked switches (2 switches,
each with 60dB isolation) to prevent low-level microwave leakage from driving unwanted rotational
transitions. Also not pictured on the 2 GHz arm is the second microwave source coupled in on a
switch. We use this source for a Landau-Zener frequency sweep during the state preparation steps,
but then the switches close, and the Windfreak provides the CW microwave source for shielding.
Every component after the 4-way power splitter is phase-stabilized and carefully tested on the vector
network analyzer for phase stability.

The next challenge is to optimize the polarization of the field in the vacuum chamber

environment, with uncontrolled reflections coming from the metal chamber itself as well

as metallic fixtures for the MOT coils.

4.5 Polarization

The coupled channel theory calculations indicating that driving the |N = 0,F = 0,m f = 0⟩

to |N = 1,F = 1−,m f =−1⟩ transition is optimal for shielding. This implies that we want

the antenna to drive the ε− polarization, relative to the molecule’s reference frame. The

helical antenna array produces microwaves with a handedness set by the coil windings of

the antennas however we can orient the molecules using the directionality of the z-axis
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magnetic field. Swapping the direction of the magnetic field also swaps the labeling of

the m f states, or the assignments of the σ+,− transitions while in the lab frame, the

helicity of the microwaves never changes.

In order to optimize the ε− polarization experimentally, we need to be precise about

what specifically matters. The shielding is sensitive to polarization ellipticity relative to

the local k-vector axis of the microwave field. However, our fixed orientation experiment

gives us measurement access to the polarization of the field projected onto a quantization

axis that we define in the lab frame. The tricky aspect is that in order to optimize the

polarization by measuring it directly with the molecules we need a single measurement

that captures the polarization state. In practice, we do this by applying a bias magnetic

field along the z-direction, co-axial to the propagation direction of the microwave beam.

This works because the microwaves are nominally traveling along the z-axis and their

polarization should lie in the x-y plane only. This indicates the π polarization should

be almost non-existent by construction which reduces the degrees of freedom making

it possible to optimize the ε− polarization by only looking at the σ− transition Rabi

frequency.

While we want to optimize the ε− polarization, we still need to fully characterize

the microwave electric field. We measure the polarization directly by driving three

sets of microwave transitions in the molecule, each one sensitive to the σ+, σ−, and π

projections of the microwave polarization on the quantization axis defined by our applied

magnetic field. We used the following “test” transitions to characterize the 20.5 GHz
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electric field.

σ− Transition |N = 1,F = 0,m f = 0⟩ ←→ |N = 0,F = 1,m f =+1⟩ (4.3)

π Transition |N = 1,F = 0,m f = 0⟩ ←→ |N = 0,F = 1,m f = 0⟩ (4.4)

σ+ Transition |N = 1,F = 0,m f = 0⟩ ←→ |N = 0,F = 1,m f =−1⟩ (4.5)

Each of these transitions corresponds to a component of the polarization written in

the basis E⃗ = E+ε̂++E−ε̂−+Ezẑ, where ε̂+,− is x̂± iŷ. This basis is complete and carries

the same information as the usual cartesian basis, however, it’s written in a natural form

for the angular momentum description of the field. The test transition Rabi frequencies

are sufficient to characterize the full field, requiring only the matrix element associated

with the dipole transition moment as a conversion factor to electric field strength. The

matrix elements enter in the following way:

Ωrabi = d×E+,−,zd⟨N = 1,F = 0,m f = 0|ε+,−,z|N = 0,F = 1,m f =−1⟩ (4.6)

Based on the nature of the hyperfine couplings between the electron spin and nuclear

spin, the test transition matrix elements are very sensitive to magnetic fields. In Figure

4.5 we calculate the matrix elements for the test transition as well as the shielding
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Figure 4.5: Left: Color-coded arrows indicate the test transitions we used to measure the microwave
polarization. The arrow color coding corresponds with the color coding of the dotted lines in the
calculation of the transition dipole moment on the right. The test transition is very sensitive to
magnetic fields because it requires driving a spin-flip that is only allowed because of the mixing from
the hyperfine interaction. The shielding transition has little sensitivity because it does not rely on
any internal couplings to drive the transition. The value of these matrix elements is used to calculate
the electric field polarization from the measurements of the Rabi frequencies on the same transitions
in the presence of a 13 Gauss magnetic field.

transition as a function of the magnetic field.

4.6 Meauring Polarization

The “test” transitions we used to measure the polarization are not the same as the

shielding transitions. This is a matter of convenience, as the additional Landau-Zener

sweep required to access the shielding states reduces our data rate. The width of the test

transitions is set entirely by microwave power broadening. Splitting the m f projections

by applying a 13 Gauss magnetic field is sufficient to spectroscopically resolve all three
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Figure 4.6: This chart indicates typical properties of our microwave electric field. The test transition
Rabi frequencies are given after optimization and the matrix elements for the test transition are
calculated for a 13 Gauss magnetic field. From the matrix elements, we can back out the electric
field components, plotted on the far right. The equivalent Rabi frequencies for the shielding transition
for the same microwave polarization pattern are also given (calculated in this case). We measured
the ratios of the Rabi frequencies on the shielding and test transitions separately and the ratios match
the matrix elements extremely well.

transitions. The matrix elements show a significant magnetic field dependence because

a spin flip is required to drive the π and σ+ components of the transition. Table 4.6

below summarizes typical values for the field and the rabi frequencies.

We also compared the polarization on the shielding transition to the test transition

to check the ratios of the Rabi frequencies. The test transition is about 60 MHz lower

in frequency than the shielding transition, which should not cause much of a change

in polarization due to antenna geometry. The polarization measured on the test vs

shielding transitions confirmed the matrix elements are correct and the polarization

produced by the antenna is the same at both frequencies. This validates our use of the

“test” transition to quickly diagnose and optimize the polarization.
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4.7 Adjusting the Polarization in the Chamber

Each of the 4 helical antennas in the array has an independently adjustable phase that

can be tuned to optimize the polarization. The phase is adjusted using differential

path length mechanical phase shifters, actuated manually. The phase tuning primarily

steers the beam, however, steering the beam also changes the polarization pattern of

the emission as well as the electric field structure in the vacuum chamber due to the

reflections. It is important to note that we were only aiming to optimize the polarization

over a very small volume, one optical tweezer. Our beam steering and polarization

optimization controls do not necessarily guarantee that optimal Rabi frequency and

polarization cleanliness can be simultaneously achieved, and sometimes times we found

that was not the case.

We were able to do an initial alignment of the microwave phases by aiming the free

space beam at a microwave-absorbing material and imaging the spot with a thermal

camera (see figure 4.8). This worked courtesy of the relatively high power we had

available. Using this technique, we adjusted the phases of the antennas to make the

spot as symmetrical as possible and we found with a reasonably high correlation, this

condition was not too far from optimal once the antenna was installed in the re-entrant

window on the experiment.

The process of optimizing the polarization was time-consuming at best. We optimize

the polarization by adjusting the phase shifters to maximize the Rabi frequency of the
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Figure 4.7: The polarization was optimized by setting the pulse length to a time that was mid-way
up the rising slope of a Rabi oscillation driving the σ− transition. Plot A shows the phase of “arm
A” on the helical antenna array and the resulting effect on the N=1 surviving population. As the
Rabi frequency increases, the oscillation phase shifts such that more population remains in N=1
for the same pulse length of 350 ns. As the surviving fraction approaches the full survivability of
the experiment, we shorten the time. This process is iterated until the global maximum is reached.
Optimizing the power in the most strongly driven polarization component had the corresponding
effect of reducing the power in the other two polarizations, as seen in part C. Due to the matrix
elements in figure 4.5, the electric field components are actually more favorable than the Rabi
frequencies indicate. εσ+ = 2.4 V/cm, εσ− = 26 V/cm and επ = 4 V/cm; corresponding to a 31:1
power extinction ratio in this particular case.
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Figure 4.8: Thermal images of a microwave absorbing material being heated by the microwave
beam. The labels indicate the number of turns (60◦/turn) of the phase shifter on one arm of the
array. Note the beam shape becomes very irregular. We optimized the phases to make the beam
as circular as possible in free space before installing the antenna into the MOT chamber. This was
a sufficiently good starting point from which we often found the optimal polarization in the MOT
chamber could be achieved within 1 turn of tunability on each arm. We later substituted a microwave
power meter on the floor to measure the power of the beam as it exits the MOT chamber through
the lower z-MOT beam window. Optimizing the power on the floor seemed to have the same effect
as circularizing the beam on a microwave absorber outside of the chamber.

transition driven by the σ− component of the field. The process involves measuring

the initial Rabi frequency, parking on the falling edge of the first period by setting the

microwave pulse time to roughly π/2, and then slowly walking the phase, one antenna

at a time, to minimize the probability of a molecule remaining in N=1. This indicates

an increase in Rabi frequency, as the Rabi oscillations speed up the π/2 pulse eventually

becomes a π pulse. Once we are near the minimum, we cut the pulse time further and

continue optimizing. We only adjust 3 of the 4 antenna phases, leaving one stationary as

the global phase reference. We then try moving the pulse length out past several Rabi

cycles to increase the sensitivity to the phase shifts and then repeat the optimization

process. At this point, the typical phase increment is about 5◦ per tuning step and

several minutes’ worth of data is needed to have sufficient statistics for each point.

Figure 4.19 depicts the process.
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Figure 4.9: Images A and B show the re-entrant window tube and antenna assembly, respectively.
The antenna slides into the re-entrant tube, indicated by the red arrow. The assembly mounts in the
vacuum chamber with the window tube ending a few millimeters above the top MOT coil. Figure
C is a simulation of the electric field intensity generated by the antenna in the re-entrant tube. The
conductive boundary condition greatly impacts the radiation pattern. Fortunately, the location of the
optical tweezer is in the high-power region, about 2 cm below the antenna. This simulation doesn’t
take into account the rest of the MOT chamber geometry.
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Maximizing the Rabi frequency in the σ− component appears to produce a local

maximum in the power extinction ratio ε2
+/(ε2

−+ ε2
z ), however, it is not guaranteed to

find the global maximum. We found we had to move the microwave antenna in the re-

entrant window when after optimizing the microwave phases the resulting polarization

was not clean enough. Moving the antenna involved sliding it up and down which

changed the mode structure slightly in the chamber and changed the structure of the

side lobes of the radiation pattern produced by the antenna.

We supplemented our system with various microwave absorbers and reflector plates.

Our simulations showed the stainless steel walls of our re-entrant window tube in close

proximity to the antenna array significantly changed the radiation pattern and polar-

ization cleanliness (Figure 4.9 and Figure 4.10). We changed the boundary condition

by adding a microwave-absorbing material layer between the helical array and chamber

walls. This seemed to improve the polarization cleanliness at the cost of Rabi frequency.

]

We also attempted to modify the lower window on the vacuum chamber in the di-

rection the microwave beam propagates. First, we replaced the small 2.75” z-MOT

beam viewport with the largest viewport the chamber could accommodate (6” CF) to

minimize the cross-section of the reflecting plane directly below the helical antenna.

We placed an absorbing microwave meta-material sheet with a small hole for the MOT

beam right under the window. This did not seem effective. We then turned the sheet

over and used the metallic backside as a reflector. Adjusting the angle and position of
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Figure 4.10: Adding an absorbing material to the edge of the antenna array in the re-entrant window
has a dramatic effect on the microwave field. While the absorber made the polarization cleaner by
removing interference effects from reflected sidelobes in the re-entrant tube, it came at a steep cost
in power coupled into the chamber. Evidently, near-field effects around the antenna are critical for
delivering power in a beam. The x-axis indicates the position below the bottom of the antenna array
along the symmetry axis and the arrow marks the position of the optical tweezer. The different
curves on each plot indicate different antenna insertion heights in the re-entrant tube. Typically the
further the antenna goes down the re-entrant tube, the better.

the reflector increased the Rabi frequency slightly but did not help substantially with

the polarization. We ultimately left the reflective side facing up but tilted the plane

to 45◦ to better outcouple the microwaves and reduce any unwanted reflections coming

from the reflector plate.

The polarization felt by the molecules is largely dominated by the reflections in the

chamber, as indicated by the simulations shown in Figure 4.11. This is probably the rea-

son why adjusting the phases on the 4 antennas had such a dramatic effect. Nominally

the phase shifters steer the microwave beam which doesn’t change the polarization so

dramatically in free space. In our quasi-cavity vacuum chamber, small direction changes

in the beam have dramatically different reflective consequences for polarization. The

most basic way to see this is to understand that in the chamber vs. free space, the
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microwave k-vector is no longer axially oriented so there will automatically be substan-

tial 3D polarization effects in the chamber. This leads to a stronger-than-desired π

polarization component which we found was difficult to tune out.

We often found the ratio of σ− to σ+ polarization was easily adjustable using our phase

shifters however the π polarization was not. It was, by construction, supposed to be

very weak given the microwave beam should propagate along the z-direction parallel to

the magnetic field. We found different positions of absorbers in the re-entrant window

sometimes made this polarization stronger. We think this has to do with the side

lobes of the radiation pattern becoming attenuated. This probably steers the beam

off-axis, contributing to the large π projection of the microwave electric field onto the

quantization axis. When the antenna was in a favorable position that was inspired by

simulation but found via trial and error, the π projection was very small indicating the

plane containing the microwave polarization was nearly perfectly perpendicular to the

direction of our bias magnetic field.

Once we secured the antenna in a favorable position and optimized the phases through

several iterations of adjustment, we measured all three Rabi frequencies on the test

transitions. From the measurements, we calculated the polarization ellipticity angle in

the plane containing the electric field vector by first estimating the angle between the

polarization plane and the z-axis magnetic field using the formula:
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Figure 4.11: Figure A is a simulation showing the microwave power in the chamber. The nodal
pattern is mostly set by the reflection of microwaves in the chamber. We have a limited capacity
to move the nodes by raising and lowering the antenna in the re-entrant tube. This is indicated
both experimentally and in the numerical model. We found forcing the antenna to the bottom of
the re-entrant tube was always ideal. The molecules are located at the center of the chamber in a
volume that is many orders of magnitude smaller than the length scale of the structures we see in
the chamber. Figure B shows the polarization cleanliness of the microwave field. The color scale
indicates the ellipticity of the microwaves (ζ ) where small values of ζ indicate a high degree of
circular polarization. The central region where the microwave beam propagates is relatively clean
whereas off-axis regions are dominated by reflections that tend to randomize the polarization.
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θ = tan−1
(

επ

εσ++ εσ−

)
(4.7)

The tilt angle is very small, 5−10o but not negligible considering the high extinction

required by shielding. Correcting for the tilt angle, we can estimate the polarization

ellipticity angle in the tilted plane containing the polarization ellipse from the σ+,− field

components, defined as:

E⃗ = εσ−cos(ζ )− εσ+sin(ζ ) (4.8)

The ellipticity ζ can be as good as 0.1 for our best optimization. This is excellent,

considering the chamber is full of uncontrolled reflections coming from non-planar sur-

faces. During a collision, the microwave electric field independent of its projection onto

our applied quantization axis is what the molecules are sensitive to, so a full field recon-

struction is necessary. The agnosticism towards the lab magnetic field is because the

relevant quantization axis during the collision is the vector between the two colliding

molecules, which we have no control over in the lab frame.

4.7.1 Microwave Anecdotes

Early in the experiment, we struggled with phase/polarization stability, finding the

polarization cleanliness would drift day to day. We later discovered the power-stabilized

SMA cables we used are not phase-stabilized cables. Non-phase stabilized cables have
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some insidious characteristics. Checking the cables with a vector network analyzer, we

realized they are very stress-sensitive, and moving the cables by the amount we did

to adjust the antenna height can change the phase by 10’s degrees. That’s enough to

completely alter the polarization patterns and it’s probably the reason why we thought

rotating the antenna in the re-entrant window was a useful tuning degree of freedom

despite the axial symmetry of the MOT chamber. Upon adding the phase-stabilized

SMA cables, we saw no effects from rotating the antenna assembly or from bumping

and slightly stressing cables.

The second thing ordinary SMA cables with PTFE dielectrics do is undergo a phase

transition right around room temperature42. PTFE undergoes a structural change

in the 20◦− 30◦ C range, perfectly overlapped with the lab temperature. This phase

transition called the PTFE knee, can cause phase shifts when the cables are heated by

the touch of a hand. We promptly replaced all the cables after the 4-way splitter with

phase-stabilized SMA cables and the polarization stability issues disappeared completely

from the experiment. One lesson to learn is that power-stabilized cables are often not

phase-stabilized cables and vice versa.

4.8 Dressed State Preparation

Shielding requires us to adiabatically prepare the upper dressed state. There are several

ways to prepare dressed states including frequency sweeps and power ramps. We opted
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Figure 4.12: On the left is a calculation of the “switch on” projection error in our state preparation. A
finite amount of microwave power leaking through the voltage variable attenuator goes to the antenna
the moment our fast switches open. The x-axis is the amount by which the leakage is suppressed
relative to the full power value (20 MHz, in Rabi frequency units measured at the molecules on the
shielding transition). The projection error is sensitive to the detuning of microwaves. On the right,
we use this projective error measurement to do spectroscopy. While we already know where the
states are, this technique produces a measure of dressed state preparation fidelity as a function of
detuning from the resonance. It serves as a reference for how close to resonance we should set the
fixed detuning for well-constructed dressed states leading to optimal shielding

to keep the detuning fixed and ramp the microwave power using the voltage variable

attenuators on the 2 GHz arm. We generated the ramp using a programmable and trig-

gerable DDS system to output the ramp profile to the variable attenuator. Meanwhile,

the detuning was held constant, typically around 2 MHz. At this detuning, we are able

to ramp the microwave power extremely fast without projecting into the wrong dressed

state. This implies that most of our state preparation error is switch-on generated error

(projection error that occurs due to having finite microwave power when we open the

fast microwave switches calculated in Figure 4.12), and not due to the adiabaticity of

the power ramp.

While the ramp rate doesn’t have a strong impact, the detuning offset does. We
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devised a spectroscopic way to set the detuning and measure the population in the

correct dressed state. When we prepare the dressed states, we start with all of the

population in the bare ground state. If we adiabatically dress the state by ramping on

the microwave power and then adiabatically convert back to the bare ground state by

ramping down the microwave power, we should find no population was transferred to the

N=1 manifold. This measure doesn’t guarantee that we’ve prepared the correct dressed

state but it is a measure of reversibility and preparation fidelity. We went about setting

the detuning by ramping the dressing microwaves up, holding for 5 ms, ramping down,

and then imaging the N=1 manifold. When the detuning is too close to resonance

there is a large switch-on projection error and we see population transferred to the

N=1 manifold. We picked the smallest detuning where no population was accidentally

transferred to the N=1 manifold, typically 2 MHz. Again, this is probably set by the

switch-on power however there’s no need to reduce the projection error since a 2 MHz

detuning on a 20 MHz Rabi frequency drive works well for shielding, according to the

coupled-channel calculations.

While our method for preparing the dressed state is simple, there are a few complex-

ities to consider when we want to prepare the lower dressed state for anti-shielding as

we will do later. In the case of the upper dressed state, we started with the microwave

detuning set 2 MHz to the blue and then ramped the power up. This dressed state

goes up in energy as the microwave power increases, away from the other m f levels

below and as a result, it never has any avoided crossings and remains what we will

99



Figure 4.13: Simulation results showing the composition of the dressed states as the microwave
power ramps up. The splittings of the m f levels in the N=1 manifold are set by the bias magnetic
field (27 Gauss), and the light shifts from the trap. The microwaves predominantly drive the shielding
transition, ±2 MHz blue/red detuned of resonance and the polarization of the microwave field is
incorporated by including the off-resonant driving of σ+ and π transitions with a coupling strength
given by the ratios of the resonant Rabi frequencies (we measured these directly in the experiment).
In the calculation, the ratio of the coupling strengths (microwave polarization) is held constant as
the power ramps up.
Panels A and B show the state preparation for the shielding configuration. Panel A shows how the
dressed states shift as a function of microwave power. State number 4 is the one we are interested
in, the upper dressed state. Panel B shows the bare state composition of the same states 1-4 from
panel A as a function of Rabi frequency measured on the strong polarization component. We can
see that state 4 begins as the pure ground state (this is where the population sits after the first
Landau-Zener sweep) and becomes nearly a 50 : 50 mixture of the bare ground state and the bare
|N = 1,F = 1−,m f =−1⟩ state. Panels C and D show what happens if we try to prepare the lower
dressed state in the same way, doing nothing other than setting the detuning to -2 MHz. Now we are
interested in state 3 (again this is where the population enters from the bare ground state), which
moves down in energy as the rabi frequency increases. It eventually runs into state 2. Panel D shows
the population adiabatically transfers to |N = 1,F = 1−,m f = 0⟩, which is not what we want. This
is the reason why we have to prepare the lower dressed state by flipping the magnetic field direction
and then tune the microwaves red of |N = 1,F = 1−,m f =−1⟩. That process is the mirror image of
panels A and B, where the lower dressed state moves down and away from all other states as the
power ramps up.
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call an uncontaminated dressed state comprising of increasingly equal mixtures of the

bare ground state and the bare upper state |N = 1,J = 1/2,F = 1−,m f =−1⟩. Note the

|N = 1,J = 1/2,F = 1−,m f =⟩ manifold has a negative g-factor so the m f =−1 projection

is actually the highest energy state in the presence of a small magnetic field. This is

an ideal situation, however, to prepare the lower dressed state, we set the detuning

to be -2 MHz below the |N = 0,F = 0,m f = 0⟩ ←→ |N = 1,J = 1/2,F = 1−,m f = −1⟩

transition. As the microwave power increases the lower dressed state moves down and

has an avoided crossing with the |N = 1,J = 1/2,F = 1−,m f = 0⟩ state, adiabatically

converting the population we prepared into a hybrid state with a substantial admixture

of |N = 1,J = 1/2,F = 1−,m f = 0⟩. We did not simulate hybrid dressed states in the

coupled channel calculations, nor do we have good reason to think that m f = 0 states

contribute strongly to the shielding performance.

In order to prepare the lower-dressed state properly, we opted to flip the entire system

over to make a mirror image of the upper-dressed state. In principle, setting the detuning

2 MHz below the |N = 0,F = 0,m f = 0⟩ ←→ |N = 1,J = 1/2,F = 1−,m f =+1⟩ transition

would produce a lower dressed state, but we wouldn’t be driving this transition with the

strongly circularly polarized microwaves because the handedness is wrong. A simple fix

is to flip the direction of the magnetic field to reverse the handedness of the microwaves

in the molecule’s frame. The lower dressed state moves down and away from all other

states as the power is ramped up. This is symmetrical to the process of creating the

upper dressed state. Figure 4.13 summarizes the evolution of the states during the state
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preparation microwave power ramp.

4.9 Microwave Phase Noise

A secondary, but no less important, microwave control problem surfaced when we tried

to prepare long-lived dressed states. The dressed state relies on a coherent interaction

between the molecular system and the microwave field. Instabilities in the microwave

power or fluctuations in the frequency (equivalent to phase noise or phase jitter) could

upset the dressed state, depending on the time scale of the fluctuations. The dressed

state dynamical sensitivity is centered around the gap frequency; the Rabi frequency

of the drive field. Slower fluctuations won’t impact the dressed state populations be-

cause the state vector can follow adiabatically. Fast fluctuations will average out and

also have minimal impact, however, fluctuations at the Rabi frequency can have severe

consequences because they will scramble the relative phase between the microwave field

and the oscillating dipole moment of the molecule. After some time this will result in

a 50 : 50 statistical mixture of the dressed states. In other words, the molecule will, on

average, not be oriented relative to the microwave field. Phase diffusion-driven loss of

coherence is not specific to the upper dressed state; the lower dressed state will have

the same sensitivity and will undergo phase diffusion in exactly the same way.

We will model the problem by assuming the phase noise on the microwaves is Gaussian

and then calculating how the phase of the dressed state we prepared diffuses in the
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Figure 4.14: Side A shows the measured phase noise of every 20 GHz microwave source we had
available to us. The all-important measure is the phase noise at the Rabi frequency, 23 MHz from
the carrier. The sources show a large variability in phase noise. In Figure B, we measure the lifetime
of the dressed state using several different microwave sources to generate the dressing. The lifetime
of the dressed state matches the measured phase noise in exactly the way we predicted, with no free
parameters in our model.

presence of Gaussian-distributed phase noise with frequency components near the Rabi

frequency.

The first thing we need to know is how the dressed states overlap as a function of the

phase angle on the equator of the Bloch sphere. Ordinarily, the upper and lower dressed

states are orthogonal (ie ϕ = 0) however in our phase diffusion model, ϕ = 0 will diffuse

to a non-zero value. Starting in one dressed state (either |±x⟩ x basis), an accumulated

phase ϕ will produce overlap with the other dressed state in the following way

|±x,ϕ⟩=
1√
2
(| ↑⟩± eiϕ | ↓⟩)→ (⟨∓x|±x,ϕ⟩)2 = sin2(

ϕ
2
) (4.9)

So far we’ve treated this problem coherently with ϕ representing a rotation angle

of one of the dressed states on the Bloch sphere equator. Next, we’ll add a statistical
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treatment by averaging ϕ over a distribution of angles characterized by a variance (∆ϕ)2

which captures the phase noise originating from the microwave source. The averaging

is done by integrating:

Pwrong dressed state(t) =
1√

2π∆ϕ 2(t)

∫ ∞

−∞
sin2(

ϕ
2
)exp

(
− ϕ 2

2∆ϕ 2(t)

)
dϕ (4.10)

This integral can be done analytically, but first, let’s be explicit about ∆ϕ 2(t), since

our goal is to calculate a decay time constant in the time domain.

This is a diffusive process with frequency sensitivity centered at ΩR. We can write

∆ϕ in the time domain using the knowledge that we only care about driving at the Rabi

frequency, leading us to write down the formula33:

(∆ϕ)2 =
1
4
(2πΩR)

2Sϕ (ΩR)t (4.11)

where Sϕ (ω) is the single-side band phase noise spectral power density. The variance

grows linearly in time and is only sensitive to the amount of power at the Rabi frequency,

which we capture statistically using the power spectral density to characterize the noise.

A more rigorous treatment can be done by using transfer matrices to describe the

dynamics. The transfer matrices produce frequency response profiles which become

delta functions centered at the Rabi frequency for interaction times substantially longer

than the Rabi period. Details on that treatment can be found in this reference33. The

power spectral density is the quantity we measure in the lab for various microwave
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sources using a spectrum analyzer. Putting it all together, we can compute the integral

and substitute our expression for the variance:

Pwrong dressed state(t) =
1
2

[
1− exp

(
− π2

2
Ω2

RSϕ (ΩR)t)
)]

(4.12)

It asymptotes to 1/2 with an exponential decay rate γ = π2

2 Ω2
RSϕ (ΩR), characteristic

of a system driven towards a maximum entropy statistical mixture by a gaussian noise

source. This decay rate gives us the lifetime of the dressed states based on a phase noise

phase-diffusion model.

4.10 Picking a microwave source with low phase noise

We characterized all the microwave sources we could find in the lab by measuring both

the lifetime of the dressed state and the phase noise on a high-sensitivity spectrum an-

alyzer. The calculation in the previous section matches very well with what we looked

at experimentally: the dressed state we prepared leaked into the wrong dressed state

as a function of time. Based on the way we prepared the states, the leaking population

can be observed directly in the lambda image by disabling the second Landau-Zener

sweep. This would leave the molecules ending in the correct dressed state in the N=0

manifold after the dressing time but the other dressed state population would adiabati-

cally connect to the N=1 manifold and become bright to the imaging light. We fit this

function with the result of the equation 4.10 and extracted the single-sideband phase
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Figure 4.15: This chart shows the measured dressed state lifetime when driven by the respective
microwave source at 20.5 GHz with a Rabi frequency of 20 MHz for all sources used. The phase
noise is calculated from the observed lifetime. The calculated phase noise agrees to within 1-5 dB
of the phase noise measured on our spectrum analyzer, indicating the validity of our model and that
phase noise is the sole limitation to the dressed state lifetime.

noise from the fit of the lifetime. Figure 4.14 shows the phase noise of the sources and

demonstrates exceptionally good agreement with the fit values from the experimentally

measured dressed state lifetime. This strongly indicates our phase diffusion model is

correct and all of the lifetime issues with the dressed state originate from a single source:

microwave phase noise.

The part of the spectrum where we are sensitive to phase noise is roughly 20 MHz from

the carrier frequency. While phase noise generally drops further from the carrier, it is

sometimes non-monotonic and usually has features depending on the specific microwave

source and on the internal phase locking loop. In our system, two microwave sources,

one at 2 GHz and one at 18.5 GHz, are mixed to generate the microwaves. The 2 GHz

source (Windfreak SynthHD Pro locked to a 100 MHz low phase noise oscillator ), owing

to its lower frequency, has a phase noise of −160 dBc/Hc at 20 MHz (160 dB suppressed
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relative to the carrier height). The limiting phase noise was always coming from the

18.5 GHz arm. Figures 4.14 and 4.15 show the lifetime of the dressed state and the

phase noise comparison measured on the spectrum analyzer.

One other aspect worth mentioning is the effect of high-power amplifiers on phase

noise. They have a noise figure of 3 dB, which turns out to be irrelevant here because

the noise figure does not necessarily add to the noise floor, rather it is a comparison of

signal-to-noise degradation of the amplifier compared to an ideal amplifier with thermal

noise at 290 K (roughly room temperature). The thermal noise of the amplifier is kBT ∆ω

where kB is the Boltzmann constant, T is the temperature and ∆ω is the bandwidth. At

290 K, the thermal noise per 1 Hz bandwidth is −174 dBm. This implies the amplifiers

do not contribute to the phase noise until the source phase noise is below −170 dBc/Hz.

We did not implement any active or passive phase noise compensation techniques.

Our best source, the Keysight E8257D, had low enough phase noise for the dressed

state to not limit the shielding lifetime we observed in the experiment. If we didn’t

have this source, there are ways to suppress the phase noise using high-Q cavities. The

cavity can be tuned to support the carrier frequency while suppressing phase noise at

20 MHz. Getting a high Q-factor for this type of microwave cavity is fairly easy as we

could mount it to the 77 K cryogenic shields inside the beambox. We opted not to go

this route because a passive high-Q cavity will not allow frequency tuning which we

often did during the experiment. For the future implementation of microwave shielding,

a phase noise-suppressing cavity would be a worthwhile addition.
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4.11 Shielding

Finally, we have everything in place to try shielding. The collision aspect of the experi-

ment was done in exactly the same manner as the ground-state collision described in the

previous chapter, up to the additional state preparation challenges35. We prepared the

dressed states before the tweezers merged, to prevent losses due to unshielded collisions

during the several milliseconds-long merging and separating process.

The molecules sit in the merged traps, dressed states intact, for a variable amount

of time after which we ramp down the dressing microwaves and separate the tweezer

traps. The ramping down of the shielding microwaves adiabatically converts the upper

dressed state to the bare ground state of the system, and the second Landau-Zener

sweep transfers the surviving molecules back to the N=1 manifold for imaging. The

long series of state preparation steps and tweezer merging steps led to an extremely

slow data rate. At best, we would have a surviving pair of molecules (for short collision

hold times) once in every 50-100 shots.

We compared all of the shielding lifetimes directly to the ground state lifetime to

extract the shielding ratio (direct ratio of the pair lifetimes) and the two-body loss rates.

This comparison requires the density to be the same for the ground state and the dressed

states, despite any possible state dependence on the trap depth. We calculated the AC

stark shift for the dressed state to be within 1% of the bare state and we measured

the trap frequency for the bare ground state and dressed states to be the same. The
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Figure 4.16: We measured the temperature and trap frequency for the bare ground state and for the
dressed state to ensure the density is the same, implying the shielding factor is directly comparable
to the exponential time scales we measured and fit. The radial trap frequency is 2π × 90 kHz for
both states and the temperature is similar within the fitting error. The temperature was measured
using the release and recapture method and fit T = 95 µK.

temperature of the ground state and dressed state samples were also identical. This is

sufficient to conclude that the exponential lifetimes we measure are a direct comparison

for 2-body rates because the density of the two samples is identical.

4.11.1 Shielding Results

At a density of 2.4× 1011 cm−3 (see Figure 4.16 for measurements), the ground state

lifetime was 10.8 ms. Our best blue shielding lifetime was 64 ms, a shielding ratio of 6,

with a corresponding two-body rate of 7.2 (2.0)×10−11cm3/s, shown in Figure 4.17. This

was with 23 MHz Rabi frequency, 2 MHz blue detuning from the resonance, 27 Gauss

magnetic field, and polarization ellipticity angle ζ = 0.1. An additional comparison

we did was to prepare the anti-shielding lower-dressed state. Everything is the same

as shielding, except the lower-dressed state couples onto the attractive branch of the
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dipole-dipole interaction, leading to rapid losses. We prepared the lower dressed state

by reversing the direction of the bias magnetic field and flipping the detuning to be 2

MHz red of the m f = −1 transition, now the lowest energy projection of the F = 1−

manifold. We observed a 2.7 ms lifetime, corresponding to β = 1.7(0.5)×10−9cm3/s, or

a factor of 4 faster than the bare ground state loss rate. By changing the sign of the

detuning and the branch of the dipolar-interaction potential, we can tune the collisional

loss rate by a factor of 25.

4.11.2 Magnetic Field Dependece

We set out to characterize what conditions lend themselves to optimal shielding. We

first found the shielding factor was largely insensitive to the magnetic field. Using the

MOT coils, connected to a switchable H-bridge to convert the anti-Helmholtz MOT

configuration to a Helmholtz configuration, we applied magnetic fields ranging from 10

Gauss to 54 Gauss, with almost no variation in the shielding factor. This indifference

is also captured by the coupled channel calculations, shown in Figure 4.18.

4.11.3 Polarization Dependence

More surprising, at least initially, was the lack of polarization dependence. Our best

shielding was taken with ζ = 0.1, corresponding to a 100 : 1 power extinction ratio, how-

ever with degraded polarization ζ = 0.4 (power extinction ratio of 10 : 1) the shielding

factor was similar. The original coupled channel calculations did not include the effects
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Figure 4.17: Figure A shows the survival of the molecule pairs in the merged optical tweezer trap.
The lifetime is a single exponential decay because the density remains constant during the collision.
The shielded time scale is 64 ms, the ground state time scale is 10.8 ms and the anti-shielding is
2.5 ms. Figure B shows the survival of single molecules during the same merging sequence used
for the collision data. These data were taken in between loaded pairs and served as a real-time
self-calibration of the experimental stability. Figure C shows a 3σ parameter exclusion plot based on
a χ2 statistical test of an exponential fitting model. The y-axis is the all-important lifetime fitting
parameter and the x-axis (amplitude) is the zero-hold time survivability of the pairs. Notice this
value is only around 2.5% of pairs surviving. The many steps involved in state preparation, tweezer
merging, separating and imaging take a heavy toll on the data rate. While the shielding results
are easily discernable in Figure A, these data represent tens of thousands of experimental iterations.
During the optimization part of the experiment, the χ2 exclusion plots were a useful statistical tool
for low signal-to-noise data sets.
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Figure 4.18: We measured the two-body loss rate for shielded collisions at several different magnetic
fields. The coupled channel collision theory predicts (purple diamonds) low sensitivity to the magnetic
field and reflects the dependence measured experimentally. For large magnetic fields, beyond our
capability, the coupled channel calculation predicts the shielding eventually fails. The green line and
green shaded region indicate the ground state 2-body loss rate and 1-sigma standard statistical error
bar on the loss rate, respectively.
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of the trapping light, known as the tensor shift, which turns out to have a substantial

effect on the polarization sensitivity. We will describe the tensor shift in much more de-

tail in the rotational coherence time chapter but for now, the important thing to know

is that the anisotropic nature of the molecules creates an interaction with the linear

polarization of the tweezer light. This interaction has a time-reversal symmetry there-

fore it cannot distinguish ±m f states so the splittings look reminiscent of a DC-Stark

shift. The spatial representation of the tensor light shift is described by the following

Hamiltonian.

HTensor =−I(x,y,z)α2P2cos(θ) (4.13)

I(x,y,z) is the tweezer light intensity and α2 is the tensor polarizability. For the

conditions of the shielding experiment, we measured Imaxα2 = 17 MHz. The impact of

the anisotropic tensor shift on the shielding is that the tweezer polarization generates

some amount of orientation during the collisions, or in other words, it is a strongly

competing quantization axis that behaves like another electric field. This interrupts the

shielding mechanism because the axis connecting the colliding molecules should be the

only quantization axis during the collisions but the lab-frame orientation generated by

the Stark shift competes to align the molecules leading to increased loss rates compared

to the original coupled channel theory calculations. The electric field-like behavior of

the AC-Stark shift reduces the sensitivity to the polarization enough to wash out the
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Figure 4.19: Microwave spectroscopy of the three |N = 1,F = 1−,m f ⟩ to |N = 0,F = 0,m f = 0⟩
transitions. The z-polarized configuration has the tweezer polarization and bias magnetic field in
parallel orientations. The 780 nm tweezer is 1400 µK deep with a waist of 1.4 µm, corresponding to
a tensor light shift strength Iα2 = 17 MHz, fit from the data. At zero magnetic field, the m f =±1
states are degenerate (centered around 26 MHz). These levels are split when the magnetic field is
ramped up to 10 Gauss. The m f states are ordered +1,−1,0 in increasing energy for this particular
combination of light intensity and magnetic field. At 27 Gauss where we did the shielding experiment,
the ordering becomes +1,0,−1; the normal ordering for Zeeman splittings with a negative g-factor.
The widths of the features indicate the ratios of the rabi frequency and microwave polarization, taken
at reduced power and therefore un-optimized polarizations. The X-Y polarized configuration orients
the tweezer polarization perpendicular to the bias magnetic field. In this case, the Tensor light shift
is dominant and the 10 Gauss magnetic field is not sufficient to split the m f =±1 levels. We used
the z-polarized configuration for shielding.

difference between 100 : 1 and 10 : 1 power extinction ratios in our experimental data.

The data is shown in Figure 4.19.

There are several ways to deal with the tensor shift. Lowering the trap depth to

reduce the magnitude of the tensor shift is not an option since we require the deepest

tweezer possible to generate tight confinement, leading to high-density samples. Without

the density, the collisions would happen too slowly to observe within our experimental
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Figure 4.20: The shielding factor (ratio of the shielded lifetime to ground state lifetime) was mea-
sured for several different rabi frequencies. The Rabi frequency was set by the choice of attenuators
used to lower the power while maintaining the microwave phase stability and polarization stability.
We found qualitative agreement with the coupled channel theory, which does not predict a saturation
in shielding performance up to 30 MHz and possibly well beyond.

window. Another option is to use a different set of states. This could be explored

theoretically; we understood the impact of the tensor shifts at a late stage in the exper-

iment, making it highly impractical to switch states. A third option is to use a large

optical dipole trap with many molecules. In that case, the density can come from a

large number of molecules in a less confining trap, with correspondingly smaller tensor

stark shifts. We’ll go in this direction in the next chapter.
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4.11.4 Rabi Frequency Dependence

The final parameter we scanned was the dressing Rabi frequency. Our simple shielding

model indicates that adiabaticity near the Condon point relies on having high rabi

frequencies. A slightly more sophisticated model suggests that low Rabi frequency

might be worse than the bare ground state because it will increase the collision cross-

section in the same way the high power microwaves will, however, there is insufficient

protection at the Condon point and rapid losses occur. Lowering the Rabi frequency

turned out to not be straightforward due to phase shifts in the 4-high power amplifiers

at different operating powers. The polarization of the microwaves shifted significantly

when the power of the sources was lowered. We countered this issue by optimizing

the polarization at high power and then installing attenuators with a known phase

shift that we measured on the vector network analyzer. The attenuator stack went on

each individual arm of the antenna array, after the high-power amplifiers. This way

of reducing the power maintained the phase stability of the array after the microwave

splitter and the polarization in the chamber. In our experiment, due to the way we

prepare the dressed state with a roughly 2 MHz finite detuning, it wasn’t prudent to

reduce the Rabi frequency much below 2 MHz, however, we saw a clear dependence on

the Rabi frequency, resembling the predictions of the coupled channel theory model in

Figure 4.20.
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Figure 4.21: The final parameter we explored was polarization dependence. The initial coupled
channel calculations, which did not include trap light shifts predicted a strong dependence on the
polarization. On the left, the blue trace was taken with 16 MHz Rabi frequency and a polarization
ellipticity ζ = 0.1. The orange curve was also taken at 16 MHz driving the shielding transition but
with an ellipticity of ζ = 0.4. The fit decay times have significantly overlapped error bars, indicating
no detectable polarization dependence. In practice, this is hard to measure because we must hold the
Rabi frequency constant on the shielding transition but a less elliptical microwave field with the same
Rabi frequency in one polarization implies the other two transitions become more strongly driven.
This is captured in the couple channel calculation but it makes a direct comparison difficult. On the
right, the solid blue and dotted blue curves are the predicted loss rates at 27 Gauss including and
excluding the effect of the tensor light shift, respectively. The green is the measured ground state
loss rate.
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4.12 Shielding Outlook

We demonstrated a highly controllable ability to engineer the collisional process at play

between two trapped ultracold molecules. Our motivation was to demonstrate a way

to suppress the lossy collisions we saw in the previous study. Long collisional lifetimes

are a necessity for the evaporative cooling scheme we will attempt in the next chapter.

The success of evaporative cooling relies on the reduction of inelastic losses by means

of shielding and, a yet unmeasured quantity, the rate of elastic collisions which are

needed to thermalize the sample. Collisional shielding-enabled evaporative cooling has

the potential to be an instrumental new tool for reaching temperatures unachievable by

laser cooling alone.
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5
Evaporative Cooling of Shielded

Molecules

Evaporative cooling can be a powerful tool for cooling bulk gas samples far below the

photon recoil limit of laser cooling if the collisional properties are favorable. Evaporative

cooling works by selectively removing the hottest molecules from the sample while elastic
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collisions rethermalize the remaining molecules resulting in the cooling of the gas. The

key property required for evaporative cooling is a high ratio of elastic collisions to

inelastic collisions. Elastic collisions are needed to thermalize the population while

inelastic collisions do not contribute to the cooling process, and almost always heat the

sample. Some atomic species have ratios of elastic to inelastic collision rates exceeding

several thousand. This is generally not the case for molecules158,53,62,35. However, some

molecules have been evaporatively cooled. These experiments took advantage of spin

polarization and Fermi statistics to reduce the loss rate enough to observe evaporative

cooling of ultracold bialkali molecules145,135. Another experiment observed evaporative

cooling of OH radicals138 but no one up to this point has observed evaporative cooling

of laser-cooled molecules. Since we published the microwave shielding result a group

at MPQ in Germany, inspired by our success, demonstrated microwave shielding and

evaporative cooling of ultracold NaK bialkali Fermions125.

Our microwave shielding scheme suppresses the inelastic collision channels while acti-

vating strong dipolar interactions that lead to a large elastic rate51,50,74,75,73. Without

microwave shielding, the ratio of elastic to inelastic is order unity for molecules such as

CaF. For every collision, the chance of an inelastic process is very high, prohibitive for

evaporative cooling. Gaining control over this ratio was the primary motivation for the

microwave shielding project. Also, previously we only made a direct measurement of

the loss rates, not the elastic rate. We will measure the elastic collision rate in the bulk

gas setting and demonstrate forced evaporative cooling.
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5.1 Parameter Space for Evaporative Cooling

The demonstration of microwave shielding on its own isn’t enough to guarantee evapo-

rative cooling will work. Our experiment has two severe limitations which set a narrow

window for us to observe evaporation. The vacuum lifetime of a single molecule in the

tweezer is only about 1 second due to helium released from the buffer gas cell and the

total number of molecules we can load into the 1064 nm ODT is around 2000. The

combination of short vacuum lifetime and low number puts us at odds with evaporation

initialization and optimization: If the number of molecules is low, one has the choice

to evaporate efficiently but at the cost of time113. Slower evaporation is more efficient

because it allows us to remove fewer but higher energy molecules resulting in more en-

ergy removed per molecule lost. Due to the limited vacuum lifetime, we are forced to

evaporate quickly at the cost of molecule numbers113.

5.2 Estimating the Elastic Rate

In the absence of external fields, the elastic rate is set by the strength of the Van der

Waals interaction which scales as −C6/R6. Focusing only on the ground state, which

is spherically symmetric, we can calculate the scattering phase using the semi-classical

WKB approximation and then back out a cross-section. The spherical symmetry makes

the calculation simpler because it will not mix particle waves, therefore we can focus

on the s-wave scattering properties for our estimate. Following reference54, we first
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calculate the scattering length:

as = ā
(

1− tan(ϕ − π
8
)

)
(5.1)

where

ā =
π
8

(
2πmC6

h

)1/4

=
Γ(1/4)2

16
LV dW (5.2)

LV dW is the familiar Van Der Waals length and ϕ is the WKB phase accumulated

over the potential traverse from infinity up to the classical turning point.

ϕ =
2π
h

∫ ∞

R

√
mC6/r6dr (5.3)

That calculation gives us an estimate of the s-wave scattering length from which we

get the cross-section σ = 4πas = 1.8× 10−11 cm2 and then the two-body loss rate by

multiplying by the average thermal velocity of the molecules. The estimate gives a 2-

body rate of γground state = 2×10−10 cm3/s which indicates the ratio of elastic to inelastic

loss rates is roughly 1 at 100 µK.

When we add microwave shielding, the interaction potential is very different due

to the polarization of the dipole moments from the microwave driving. Tijs Karman

calculated the elastic rate with all of our shielding parameters included, predicting an

elastic rate of γshielded = 6×10−9 cm3/s. The measured shielding loss rate of βshielding =
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Figure 5.1: Coupled channel two-body loss rate calculations for microwave shielding in a variety of
traps. The three dotted traces labeled α = Iα2 refer to the strength of the tensor light shift in the
trap, where α2 is the constant tensor polarizability and I is the trap light intensity. The shielding
two-body loss rates have a slight temperature dependence. The solid curves are the corresponding
elastic two-body rates. The elastic rate is sensitive to neither the temperature (for T > Tdipolar = 70
nK) nor the tensor shifts in the trap. Below Tdipolar, the Wigner threshold scaling law for S-wave
colliding Bosons indicates the two-body rate drops as

√
T . The inelastic two-body loss rate becomes

a constant in the Wigner regime58. Understanding the behavior of the collision rates as the gas cools
is important for evaporative cooling.
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7.2×10−11 cm3/s indicates a ratio of elastic to inelastic of nearly 100, at a temperature

of 100 µK.

The ratio of elastic to inelastic rates is temperature dependent. There is a general

formalism that produces the Wigner threshold scaling laws, which work in the regime

where the temperature is below the characteristic temperature of the interaction po-

tential58. In the case of microwave shielding, the dipolar interaction is responsible for

the elastic rate and also for setting the temperature scale, which is Tdipolar = 70 nK.

Our experiment is well outside the Wigner scaling regime and therefore we will rely

on thermally averaged coupled channel calculations in figure 7.25, however, the Wigner

threshold scaling is still useful in the case of deep evaporative cooling.

In the Wigner regime, the inelastic two-body rate approaches a constant as T → 0 and

the elastic cross section approaches a constant as T → 0. The two-body rate is related

to the cross-section β = vσ where v is the average differential velocity. The velocity goes

to zero as T → 0 which implies in the Wigner regime the ratio of elastic to inelastic (Γ)

scales58 as vσelastic/βinelastic ∝
√

T . As the temperature lowers deeper into the Wigner

scaling regime, the collision rates become less favorable for cooling.

5.3 Trap Transfer and Optimizing Density

We initially hoped to do the evaporative cooling experiment in the 1064 nm ODT,

skipping the transfer step to the 780 nm trap, however, the maximum density in the
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1064 nm trap is around 1×108 cm−3. At this density, we observed light-assisted collisions

but the time scale for ground state collisions was over 1 second at full trap depth making

evaporation far too slow.

Shrinking the 1064 ODT is possible, however, shrinking the 1064 nm ODT reduces

the spatial overlap with the molasses cloud from which the trap loads. A smaller ODT

would load considerably fewer molecules. The next option is to leave the 1064 nm ODT

alone but expand the 780 nm tweezer out of the collisional blockade regime to a volume

large enough to hold hundreds of molecules at a high density. We are once again forced

to use the 1064 nm ODT as a molecule reservoir and perform a transfer step.

This requires an efficient transfer between traps, an aspect that gets overshadowed by

the parity projection process during tweezer loading. The 780 nm trap can be loaded

directly from the molasses, however, we find twice as many molecules can be loaded

simply by overlapping the 1064 nm and 780 nm traps and then subsequently switching

off the 1064 nm ODT. We can do even better by adiabatically ramping off the 1064 nm

light in a smooth 20 ms ramp down with the lambda cooling light on. This transfers

roughly 30% of molecules to the 780 nm trap.

Due to the density in the 780 nm trap, the light-assisted collision two-body lifetime

was on the several millisecond time scale, as seen in 5.2. This is just long enough

for a short lambda cooling pulse to cool the transferred molecules in the 780 nm ODT,

however, it is far too short for high-fidelity imaging. We opted to not image the molecules

in that trap, rather we would image the molecules in the 1064 nm ODT prior to the
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Figure 5.2: Light-assisted collision rate for the same set of lambda imaging parameters in both the
1064 nm ODT and the now-expanded 780 nm ODT. The imaging parameters are similar in both
cases with the single-photon detuning set to 30 MHz and the two-photon detuning set to 200 kHz.
The light intensity is approximately 1 W/cm2 with a total power of 10 mW per beam. The factor of
15 in two-body lifetime indicates a significant difference in density between the two traps. It is for
this reason we opt to load the 1064 nm ODT and then transfer the population into the more tightly
confined 780 nm ODT where collisions happen on a faster, more experimentally favorable, timescale.
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transfer, then after the experiment transfer back to the 1064 nm ODT to image the

remaining molecules.

5.3.1 Setting the 780 nm ODT size

We need to set the trap size to have a reasonable density where the collisional lifetime

is long enough for the cooling to work, yet the elastic rate is high enough to do forced

evaporation faster than the 1-second vacuum lifetime. Fortunately, we can easily control

the size of the 780 nm trap by resizing the input beam to the objective. Filling any

less than the full input aperture of the objective results in a larger beam spot size in

the focal plane. We adjust the input beam with a zoom collimator on the delivery

fiber. This method of adjusting the beam spot size at constant laser power results in

a dramatically steep scaling law for the density dependence, assuming the temperature

remains reasonably constant.

Let’s estimate the beam waist dependence on the density of molecules in a (harmon-

ically approximated) optical trap. The density is:

n = N
(

m(ωxωyωz)
2/3

2πkbT

)3/2

(5.4)

where the trap frequencies can be written in the following way:

ωx = ωy =

√
4U

mσ2 and ωz =

√
2U
mz2

r
(5.5)
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and now substituting zr = πσ 2/λ and U = αIgaussian = α(2P/πσ 2) where α is the

polarizability of the molecule at 780 nm, I is the peak intensity of a gaussian beam and

P is the total laser power, we finally, we arrive at:

n = N
8

π4
√

2

√
mλ

1
σ7

(
αP
kbT

)3/2

(5.6)

which scales extremely fast with respect to the beam waist σ . The density optimiza-

tion also relies on the number of loaded molecules, in contrast to the tweezer experiment.

There are two ways we can characterize the density in the expanded 780 nm ODT.

We can measure the temperature, trap frequencies, and molecule numbers to calculate

the density. The other avenue is to measure the two-body loss rate for ground-state

molecules and then compute the density from our previously measured two-body loss

rates.

5.3.2 Density Characterization: Method 1

Knowing the number of molecules and the density per molecule as separate numbers is

important because evaporative cooling relies on having high enough density for rapid

elastic collisions and having sufficient molecule numbers to lose a large fraction during

the cooling process. Simply knowing the density doesn’t distinguish between having a

high number of molecules with reasonable density per molecule due to the trap confine-

ment vs having very few molecules in a tightly confined trap. Given the 1/σ7 scaling of

128



Figure 5.3: We characterize the per-particle density in the 780 nm optical trap, similar to the optical
tweezer with a temperature and trap frequency measurement. This trap has a beam waist of 8.5 µm
and a depth of 650 µK. The temperature is measured by rapidly cutting the trap depth, holding for 30
ms, and then imaging the surviving molecules. The model fits a temperature of 60 µK. On the right
is a parametric heating measurement of the trap frequency. The trap frequency is ωr = 2π×11kHz.
The per-particle density in this trap is 3×108 cm−3,

the density, this is a sensitive optimization.

We characterize the number of molecules in the trap by measuring the fluorescence

and calibrating the scattering rate. To measure the scattering rate, we switch off the

pumpers and measure the exponential decay of the fluorescence when the molecules

are illuminated by the V = 0 light only. From the Frank-Condon factors for CaF (97%

probability to return to V=0 on the A-X decay), The 1/e decay time of the fluorescence

corresponds to scattering about 30 photons, implying the scattering rate is 30 times the

exponential decay rate 5.4. Factoring in transmission losses and the collection efficiency

of our objective, we collect about 1% of the total light. From the scattering rate, camera

calibration, and brightness of the ODT image, we estimated a total of 2000 molecules

in the 1064 nm ODT and 200 molecules transferred into the 780 nm ODT. This is a
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Figure 5.4: In order to calibrate the number of molecules in the ODT, we measure the decay time
scale of the fluorescence during a lambda image by switching off the repump light. Based on the
Frank-Condon factor for CaF (99% X-A) and the 70 ms measured decay, we estimate a 20 kHz
scattering rate.

small number for an evaporative cooling experiment, but evaporative cooling has been

demonstrated on similar-sized samples23.

To calculate the molecular density, we use the same approach as the tweezer experi-

ment, which requires measuring the temperature and trap frequency. We measured the

temperature to be 50 µK and the radial trap frequency was ωr = 2π × 11 kHz. With

1.4 Watts of laser power going into the trap and a beam waist of 8.5 µm, the trap

depth is 650 µK. We did not measure the trap frequency along the Rayleigh range di-

rectly, however, in the Gaussian-harmonic approximation, ωz =
λ

πσ0
ωr which in our case

is ωz = 2π × 300 Hz. From the trap frequencies and the temperature, the per particle

density is 3×108 cm−3 and from the scattering rate calibration, we have 200 molecules
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Figure 5.5: The two-body inelastic lifetime depends on the number density of molecules in the 780
nm ODT. We test that collisions are happening as expected by reducing the density and observing
a subsequent reduction in the inelastic loss rate. The ground state loss rate shows clear density
dependence indicating the loss is collisional in nature.

in the 780 nm ODT, yielding a density of 5.5×1010 cm−3. Data can be seen in figure

5.3.

5.3.3 Density Characterization: Method 2

Next, we measured the ground state collision rate in the 780 nm ODT. In contrast to

the tweezer collision experiments, the density does change throughout the collision time

as molecules are lost from the trap. The density of the bulk gas is described by the

following differential equation

d
dt

n(t) =−γn(t)−βn2(t) (5.7)
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with the solution:

n(t) =
n0

eγt(R+1)−R
; where R =

βn0

γ
(5.8)

The single molecule vacuum lifetime (γ) is 900 ms, measured at low density to avoid

confusion with CaF-CaF collisional losses. That leaves 1
βn0

as the fit parameter, charac-

terizing the inelastic loss decay time scale. At full trap depth, we measured the survival

vs time of the molecules and fit the two-body lifetime to 150 ms. Using the two-body

loss rate of βground state = 1.4×10−10 cm3/s, we get a total density of 5×1010 cm−3. Di-

viding the total density by the per-particle density we calculated earlier (3×108 cm−3.),

implies we have about 170 molecules in the 780 nm ODT for evaporation. This esti-

mate is very close to the carefully calibrated density and loss rate using the previous

method. Measuring and fitting the two-body lifetime is quick and easy compared to

measuring three parameters in the other method. We will rely on the measurements of

the two-body loss rate to extract the density from now on.

5.4 Bulk gas shielding

The next step is to bring back the shielding and implement it in a bulk gas setting.

There are two significant differences now: the tensor shifts are smaller due to the reduced

intensity of the large trap 780 nm and the second difference is that three-body processes

could occur now that we have many molecules vs exactly two molecules in the tweezer.
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Figure 5.6: The two-body lifetime depends on the number density of molecules in the 780 nm
ODT. We test that collisions are happening with shielding as expected by reducing the density and
observing a subsequent reduction in the inelastic loss rate. The shielding scheme shows clear density
dependence indicating the loss is collisional.

We don’t have an estimate of the three-body recombination rate.

5.4.1 Shielding State Preparation

The single molecule shielding state preparation process is the same as for the optical

tweezer, however, in the larger trap the intensity is substantially lower and so are the

effects of the tensor shifts. Even with 1 W of laser power generating the 780 nm ODT,

the intensity is 14 times lower than the optical tweezer and in this case, the tensor shift

strength (Iα2) is 1.2 MHz, barely discernable against the several MHz scale Zeeman

splittings.

We measured the tensor shifts in the larger trap below and set the detuning for the
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Figure 5.7: Microwave spectroscopy of the |N = 0,F = 0,m f = 0⟩ to |N = 1,F = 1−1,m f ⟩ transition
in the 780 nm ODT, split by a bias magnetic field along with the magnetic field and trap light
polarization oriented parallel to each other. The trap light intensity is 14 times lower than the
tweezer and the tensor stark shift is barely visible. We double the magnetic field and measure again
to identify the |N = 1,F = 1−,m f = 0⟩ transition. Recall in the optical tweezer, the tensor stark
shift in the N=1 manifold is large enough to flip the order of the m f = 0 and m f = −1 states. By
measuring the transitions at two different magnetic fields we can be certain the state are ordered in
the “normal Zeeman ordering” for a system with a negative g-factor (m f = +1, m f = 0, m f = −1
from lowest to highest energy). This ensures we set the detuning correctly to dress the right states
without level crossings playing a role in the dressed state preparation.
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dressed state preparation to 2 MHz above the |N = 0,F = 0,m f = 0⟩ to |N = 1,F =

1−,m f = −1⟩ , similar to before. The dressed state lifetime is more problematic for an

evaporative cooling experiment than for our previous tweezer-based experiment. In the

optical tweezer, the shielded inelastic lifetime was 60 ms however for evaporation, we

need the shielding to last for several hundred milliseconds. While we achieved roughly

500 ms dressed state lifetimes in the optical tweezer, this is marginal for an evaporation

experiment requiring around 200 ms to ramp the trap down, spilling the hot molecules.

Without the use of a high finesse cavity, we were unable to improve the dressed state

lifetimes and decided to move forward aware that we are working under a tighter time

limitation than the single particle vacuum lifetime of 900 ms.

In contrast to the shielding experiment in the optical tweezer, we never observed a

shielding factor greater than 2 (ratio of a shielded lifetime to bare ground state lifetime)

in the bulk gas environment. This is likely due to the phase-noise-driven decay of the

dressed state. To match a shielding factor of 6, the best we observed in the optical

tweezer, would require a 2-second two-body lifetime which in turn requires a dressed

state lifetime substantially longer than 2 seconds. The tweezer-based shielding experi-

ment had a dressed state lifetime ten times longer than the 2-body lifetime. To match

that, our microwave source would require a single sideband phase noise of less than

−167 dBc/Hz. Achieving that level of phase noise suppression would likely require a

high finesse cavity which restricts our frequency tunability.

An important check on any collisional process, especially when we have multiple loss
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Figure 5.8: The shielding performance in the 780 nm ODT never matched the optical tweezer
experiment lifetime. We saw shielding factors of roughly 2 in the bulk gas environment. One
limitation was the dressed state lifetime, which was limited to around 500 ms. In the tweezer
experiment, we never had a collision lifetime longer than 1/10 of the dressed state lifetime. In the
bulk gas experiment, the dressed state lifetime is comparable if not shorter than the inelastic loss
rate.

rates occurring on a similar time scale, is to check if the density dependence is correct.

We do this by reducing the 1064 nm ODT loading and then leaving everything else

constant. In practice, we can vary the density of the 780 nm ODT by roughly a factor

of 3, maintaining collision rates high enough to observe. For measurements that don’t

benefit from collisions such as trap frequency measurements, we reduce the density by

an order of magnitude to quench collisions and avoid confusion from collisional loss

processes. See figures 5.5 and 5.6.
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Figure 5.9: Trap ramp sequence for evaporative cooling. Molecules are transferred from the 1064
nm ODT to the 780 nm ODT, then the 1064 nm ODT is shut off. The 780 nm trap is ramped
down exponentially during the forced evaporative cooling step. The temperature is measured after
evaporative cooling by rapidly quenching to a shallower trap to “shave” the population. Surviving
molecules are transferred back to the 1064 nm ODT for imaging.
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5.5 Evaporative Cooling

With working shielding in place, we are ready to do forced evaporation. With a density of

2.5×1010 cm−3 and a predicted elastic collision rate coefficient of βelastic = 6×10−9 cm3/s,

we expect a 150 Hz elastic scattering rate at full trap depth. Following previous evap-

orative cooling experiments, we perform an exponential ramp down of the trap depth

from 650 µK to 65 µK. Initially η = 11 and in the case of adiabatic cooling only, we end

with η = 3. The trap ramp sequence is shown in Figure 5.9. Our most successful demon-

stration of evaporative cooling involved an exponential ramp from 650 µK to 65 µK in

200 ms with τ = 50 ms. While it is difficult to directly measure the small amount of

evaporative cooling on top of the adiabatic cooling from the trap ramp, we can compare

the same trap ramp with and without shielding. In the absence of shielding, the elastic

collision rate is estimated to be slow, 5 Hz. Roughly 3 collisions are needed to thermalize

a mass-matched system, requiring 600 ms of thermalization time which we do not have

in this experiment, therefore and we do not expect substantial evaporative cooling to

take place. The unshielded evaporation provides a baseline comparison against which

we can measure the effectiveness of evaporative cooling with shielding.

We measured the temperature of the cooled samples at the end of the evaporative

cooling cycle without ramping the trap depth back to full depth. The temperature

was measured by rapidly reducing the trap depth and waiting for molecules to spill

out. At the low traps used for this measurement, there won’t be any evaporative pro-
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Figure 5.10: On the left is a temperature measurement produced by rapidly lowering the trap
depth, holding for 30ms, and then measuring the surviving population after the evaporative cooling
stage. The blue curve is the temperature of the shielded molecules after a 200ms evaporative cooling
cycle and the red curve corresponds to ground state molecules after the same evaporation sequence.
The rapid elastic collisions enabled by microwave dressing drive more evaporative cooling than the
relatively low ground state collision rate for unshielded molecules. These temperatures were taken
after a 200 ms forced evaporation period with an exponential ramp rate of 50 ms. On the right, we
measured the temperature ratio of the shielded molecules to the unshielded molecules after cooling
for 200 ms and 450 ms with different exponential ramp rates. Temperature ratios above 1 indicate
the shielded sample is cooled more than the bare ground state sample.
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cesses happening on the dynamical time scales of the trap. We modeled this process

using the Gaussian-harmonic approximation to calculate the cut fraction following this

reference144

For a gas with η = 3, the Gaussian-harmonic approximation is still valid but for initial

values of η and lower, this approximation will become unreliable because a substantial

fraction of molecules will be high enough in the trap to sample non-harmonic parts of

the gaussian potential144. As a statistical test of the model, we fit our highest signal-to-

noise ratio dataset, and found a χ2/DOF goodness of fit p-value of 0.78, indicating the

model is consistent with the data and the measurement statistical error. This suggests

the model isn’t inconsistent with the Gaussian-harmonic approximation, since we do not

see substantial deviations from the predicted shape of the curve within our measurement

error.

From the fit values of the temperature, we calculated the cooling ratio as the temper-

ature of the shielded sample divided by the temperature of the bare ground state for

use as our metric against which to measure the success of evaporation with shielding.

We don’t expect evaporation to produce any significant cooling for the bare ground

state molecules, thus a cooling ratio above 1 indicates evaporative cooling has occurred

(see figure 5.10). We scanned several exponential cooling rates and evaporation duration

only to find a weak maximum evaporative cooling effect for 200 ms of forced evaporation

with an exponential time scale of τ = 50 ms.
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5.6 Elastic Collision Rate

Previously we had based our evaporative cooling estimates on an elastic collision rate

from a coupled channel calculation. We will now measure the elastic collision rate by

rapidly cutting the trap depth and observing the loss dynamics. This differs from the

evaporative cooling step because there is no adiabatic ramp of the trap, it is a sudden

cut. Cutting the depth rapidly does not cool the molecules like an adiabatic ramp. We

cut to a depth of 120 µK, implying η = 2 which leaves a substantial number of molecules

in high-laying orbits in the trap. This lets us observe two loss processes: the escape

of single particle trajectories with energy above the trap depth and evaporative losses

due to elastic collisions redistributing energy to the untrapped tail of the Boltzmann

distribution. This process occurs at the elastic scattering rate and we will use it to

produce a measurement of the shielded elastic scattering rate.

Some of the molecule orbits are energetically unbounded however it can take many

cycles of motion in the trap to eventually escape. We measured the escape time for

untrapped trajectories by lowering the density in the 780 nm ODT to about 2×109 cm−3,

quenching the collisions, and then observing the population decay as we cut the trap

depth and held for a variable amount of time before ramping up again. We observed 20%

losses on the 1 ms time scale followed by no further losses for longer hold times. This

strongly indicates that all energetically untrapped orbits escape from the 780 nm ODT

in less than 1 ms. At the cut depth, our trap frequencies are 3.6 kHz and 100 Hz along
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Figure 5.11: Figure A shows the survival of molecules after a rapid cut in trap depth. Ground state
molecules (green points) experience no collisional redistribution due to the slow elastic collision rate
and therefore no additional molecules are lost after the initial cut. Microwave-shielded molecules have
an enhanced collision rate due to the dipolar interactions at play, resulting in a fast elastic collision
rate and rethermalization of the population above the trap height, resulting in losses. The total hold
time is constant, which cancels out inelastic losses. Figure B shows the ground state collision rate
at the same trap depth used for the evaporative cooling elastic rate measurement. We use this time
scale to get the density. Figure C shows the loss rate when the trap depth is cut at reduced density.
No collisions occur and we have a probe of the single molecule unbounded-trajectory escape time.
This time is much shorter than the evaporation time measured in figure A.

the radial and axial directions, respectively. The sub-millisecond escape time indicates

most of the molecules are exiting via dynamics along the trap’s radial directions.

In the case of elastic collision-driven evaporative losses, untrapped molecules are lost

in the first 1 ms after the trap depth cut, however, these molecules are replenished from

the bulk gas by elastic collisions. Energy is re-distributed in the ensemble, and some

molecules are promoted to orbits above the escape energy, which will also be lost in less

than 1 ms. We expect the elastic collision rate to be somewhat slow compared to the

single molecule trap escape time.

142



With the microwave shielding enabled in figure 5.11, we observed an exponential

decay rate of 50 ms for the first 50 ms before the collision process was quenched. In

the case of pure evaporation, the loss should be deeper. After taking this data, we

measured the dressed state lifetime to be 100 ms and believe that is the reason for

the quench. Interpreting the first 50 ms decay as shielding-driven-evaporative loss, we

estimate the elastic two-body rate to be βelastic = 3×10−9 cm3/s, similar to the coupled

channel calculation prediction.

In the absence of shielding, the estimated two-body elastic rate is 15 times slow. We

wouldn’t expect to see losses under these conditions and indeed the bare ground state

molecules do not appear to decay at all during the hold time at low trap depth.

Based on these measurements, we observed a ratio of elastic to inelastic loss rates of

15-50, which is a fair margin lower than the coupled channel calculation predicted. Most

of the discrepancy comes from the reduced shielding performance, for reasons unknown.

5.7 Summary

We demonstrated microwave shielding-driven evaporative cooling and measured the two-

body elastic rate coefficient for microwave-dressed CaF molecules. This was also the

first use of microwave shielding in a bulk gas environment. We understood several

limitations to the depth of the evaporative cooling achieved in this experiment. The

fundamental problem is one of the time scales. Our collision rates were not fast enough
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to do evaporation within the dressed state lifetime and vacuum lifetime. Conversely,

the dressed state lifetime and vacuum lifetime were too short to do evaporative cooling.

Either way, the fix would be higher density from trapping more molecules or prolonging

the dressed state lifetime by reducing the microwave phase noise.

It’s notable that a different research group was able to achieve evaporative cooling

to quantum degeneracy using microwave-shielded ultracold NaK molecules125. The

NaK species used is a fermion and the starting temperature was already nearly Fermi

degenerate. In addition, the microwave sources used for shielding generally have lower

phase noise by virtue of the low frequency 2 GHz rotational gap in NaK. The NaK

experiment also had roughly 100 times more molecules and an order of magnitude

higher collision rate than our experiment, which is consistent with our assessment of

the limitation in our own experiment.

Making the CaF experiment work better would require adding a high finesse cavity on

the microwaves tuned to suppress the phase noise at 20 MHz. For efficient evaporation,

a several-second dressed state lifetime will be needed. In addition to that, the vacuum

lifetime will need to be longer too. This can be achieved in several ways, including

transporting the molecules to an ultra-high vacuum environment, similar to what the

CaF generation 2 experiment in our group does. Finally, a larger number of molecules

would be needed which could be achieved by doing dynamic sweeps of the 1064 nm

ODT to improve loading or replacing the 1064 nm ODT with a near-detuned 532 nm

ODT (red detuned of the X-B transition) featuring a much larger trap volume at the
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same depth and laser power.

5.8 Prospectives on Evaporative Cooling of CaF

The evaporative cooling outlook for CaF is not promising for realizing a Bose-Einstein

condensate using our approach. If we were able to cool the molecules to 100 nK, a

density of 5×1012 cm−3 would be required for Bose condensation. At this density, the

two-body lifetime would be 3 ms based on the loss rate measured in the tweezer shielding

experiment. One could hope for a lower two-body loss rate in a shallow, low-intensity

trap with small tensor stark shifts however the loss rate would have to be suppressed

by several orders of magnitude to have a useable condensate.

At some point, three-body collisions will enter the picture and it’s unlikely that mi-

crowave shielding will work in this situation. Having demonstrated evaporative cooling,

understanding the limitations, and considering the prospects of this as a viable research

path, we opted to abandon the study of collisions as a means to evaporatively cool CaF

to quantum degeneracy.
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6
The Making of a Molecular Qubit

One promising prospective use for ultracold polar molecules is in quantum computing.

A good qubit candidate must be addressable, strongly interacting with other qubits,

and well isolated from the environment44,109,32,124. The first two criteria find them-

selves at odds with the third since generally, quantum systems rely on electric and

magnetic fields to be addressable and to interact with other qubits. This means the
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qubits will inherently have sensitivity to the lab environment. Ultracold polar molecules

strike a balance with their strong dipolar interactions allowing coupling to neighboring

molecules, microwave addressable transitions allowing addressability, and a rich internal

structure providing options for reducing sensitivity to the lab environment.

In this chapter, we achieve the world record rotational coherence time for any ultra-

cold polar molecular system by taking advantage of the exquisite control available over

a single molecule in an optical tweezer trap. The rotational coherence time is the key

starting point for any quantum computing platform. It is the length of time for which

a qubit will hold the information; either a programmed configuration or the result of

a computation. While there are tricks to undo the effects that ultimately limit the

coherence time, an ideal system is pristine and has natural robustness. This is what we

have demonstrated for a single trapped molecule in an optical tweezer.

To make this less abstract, in the case of the rotational coherence time, the question

we seek to answer is how many times can we spin a molecule (without watching it) while

it traverses the optical tweezer and still knows which direction it’s pointing at any time.

The direction it points is the quantum information. Once the experimenter has lost

track of the pointing, the readout is meaningless and the information is either lost or

uninterpretable. We’ll begin by exploring the various effects that can cause dephasing

and then throughout the chapter, we will discuss ways to mitigate these effects en route

to measuring the longest rotational coherence time observed to date19,22,91,153,129,106.
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6.1 Considerations

Many Factors can cause the rotation of the molecule to speed or slow down, resulting

in the molecule either under-rotating or over-rotating in an uncontrolled way. This

manifests itself when a changing field shifts the two qubit states relative to each other,

causing the energy splitting to change121,78. Stray electric fields and changing magnetic

fields in the lab must be suppressed by passive and active cancelations methods that

we’ll discuss in detail later.

The more interesting factors arise in the tweezer environment itself and have to do

with the very nature of the molecules being anisotropic and how they interact with

the polarization of the tweezer light. We develop a detailed, rigorous, understanding

of the molecule-light interactions and combine that with the exquisite experimental

control over the tweezer environment to achieve a coherence time limited only by the

temperature floor of the most effective laser cooling scheme we know.

6.2 Light Shifts in an Optical Tweezer

Inhomogeneous light shifts in the optical tweezer are the reason there is a trapping

force but it’s also one of the most substantial limitations to the coherence time. In a

far-off resonant optical field such as a tweezer, the AC Stark shift can be described by

three components; the scalar shift, the vector shift, and the tensor shift. The scalar

shift is what supplies most of the trap depth. The trapping forces come from the
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Figure 6.1: Left is a level diagram showing the N=0 and N=1 rotational levels in the electronic
ground state of CaF. The orange arrow indicates the transition between the two states we will use
as our qubit basis. The plot on the right is the spectroscopy of the qubit transition using a 4.4 µs
π-pulse. The resonant π time is roughly known from previous data, and set to ensure spectroscopic
resolution of the m f levels split in a 1.5 Gauss magnetic field oriented perpendicular to the 780 nm
optical tweezer polarization. The tweezer depth was at “full depth”, 1800 µK. With shifts from both
the magnetic field and optical tweezer included, the transition is located at 20481.55 MHz.
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gradient of the Stark shift, requiring an inhomogeneous light field, like a tightly focused

tweezer. A molecule will move around in an energetically allowed volume within the trap

constrained by the trap parameters and the sample temperature. If the scalar light shift

was the only shift present, it would have no impact on the coherence time because both

of the qubit states are shifted by the same amount, independent of where the molecule

traverses within the trap. On the other hand, the tensor and vector components of

the light shift both have a dependence on the orientation of the molecule therefore

they cause differential shifts between the qubit states. This means the energy splitting

between the qubit states depends on the intensity of the trapped light, which varies as

the molecules move on classical trajectories in the trap. The levels we used are indicated

in Figure 6.1

The tensor stark shift is the anisotropic interaction of the molecule with linearly

polarized light. The scale is set by the scalar stark shift and the matrix elements

mimic shifts from a DC electric field. In Hund’s case B basis, the matrix element below

describes the tensor interaction.

⟨N0,J0,F0,m0|T 2
Q |N1,J1,F1,m1⟩= A

 F0 2 F1

−m0 Q m1




J0 F0 I

F1 J1 2




N1 J0 S

J1 N0 2

 (6.1)

where
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A =−6
√

15/2(−1)F0−m0+I+J1+F0+S+1+J0+Q
√

(2F0 +1)(2F1 +1)(2J0 +1)(2J1 +1) (6.2)

The scale of the tensor shift is proportional to the scalar polarizability at the tweezer

wavelength of 780 nm. It can be calculated, but we opted to measure the differential

shift as a function of trap depth for the qubit transition to ensure our tensor stark shift

energy calculation has the best predictive power (see figure 6.5)

Finally, the vector stark shift describes the interaction of the molecule with circularly

polarized light. It mimics a magnetic field in the way that it splits the hyperfine levels.

We discuss the vector shift at the end of the chapter since it is highly suppressed in our

experiment.

6.3 State Selection

Picking the right set of qubit states is paramountly important, although the right choice

is not obvious so let’s carefully walk through the selection criteria. We plan to eventually

use these qubit states for quantum computing, so they must allow direct dipolar coupling

with a nearby molecule. This requires the two states to belong to different rotational

manifolds, separated by 1 quantum of angular momentum since the dipolar interaction

is nothing more than the effect of one molecule’s internal electric field on the dipole

moment of another molecule and vice versa. It’s convenient to use the ground and first
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Figure 6.2: Relevent rotational and hyperfine levels with trap light shifts plotted. The N=0 levels
are not shifted at all whereas the N=1 levels have differential AC-stark shifts.
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excited states (|N = 0⟩ and |N = 1⟩). Figure 6.2 shows the available levels in the N=1

rotational manifold.

Within the |N = 1⟩ manifold there are 12 states to choose from while the |N = 0⟩

manifold has 4. The next criterion, isolation from external magnetic and electric fields,

eliminates most of the transitions which have roughly a full Bohr magneton of differential

magnetic moment.

The transition between the spin stretched states |N = 1,F = 2,m f = ±2⟩ and |N =

0,F = 1,m f = ±1⟩ (all the angular momentum including rotation, electron spin, and

nuclear spin is aligned on the same axis) seems promising because the ground and

excited states have very nearly matched magnetic moments (within 5 Hz/Gauss29),

however, the |N = 1,F = 2,m f = ±2⟩ state has a significant light shift. There is a way

to make this transition work, and we will return to the topic later, but we opted for the

simple route using |0⟩ = |N = 0,F = 1,m f = 0,⟩ and |1⟩ = |N = 1,F = 0,m f = 0,⟩ as out

qubit basis.

The |N = 1,F = 0,m f = 0⟩ state is somewhat special because the electron spin and

nuclear spin add up to cancel the rotational angular momentum. Unlike any other state

in the N=1 manifold, this state is isotropic and has no first-order Zeeman shift or light

shift in the trap. Partnering it with the |N = 0,F = 1,m f = 0,⟩ state, provides excellent

robustness to external fields.

The price for this robustness is twofold. Owing to the 10’s of MHz scale hyperfine

interactions which couple the angular momentum to form the F=0 state, the external
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field insensitivity we want is only present in weak external fields. From a technical

perspective, this is advantageous since it is generally easier to stabilize weak magnetic

fields. The steepest price to be paid later is that this transition does not have the

full molecule-frame dipole moment. It offers about 1 Debye, whereas the spin-stretched

states offer the maximum dipole moment of 3/
√

3 Debye. When it comes time to observe

dipole-dipole coupling, our qubit states will offer about 1/3 the maximum interaction

strength. This point is not relevant to our work on the coherence time but it is important

for working towards a functional quantum computer with this platform.

6.4 Experimental Sequence

To initially prepare the qubits for each experimental repetition, we generate a MOT

of 40Ca19F molecules5, use lambda-enhanced grey molasses cooling? to transfer the

molecules into a 1064 nm optical dipole trap, and then load a single 780 nm tweezer?

using a secondary lambda-cooling light pulse. Light-assisted collisions create a collisional

blockade, resulting in single molecule loading as described previously in this thesis6. The

single-loaded molecule is then optically pumped to the |1⟩ state, transferred to the |0⟩

state, and then any remaining population in the N=1 manifold is blown away with

resonant light. The tweezer depth Ui is then ramped from Ui = 1800 µK to U f = 26 µK,

which results in adiabatic cooling of the molecule from a temperature of Ti = 40 µK to

Tf = 5 µK, while maintaining η =U/T > 5.
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6.5 Stabilizing the Lab Environment

Our choice of qubit states goes a long way towards passively reducing the impact of exter-

nal electric and magnetic fields on the coherence time, however substantial experimental

work would be necessary to actively stabilize the lab environment. We eliminated static

electric fields, actively compensated slow DC magnetic field drifts in the room, and

phase synchronized the experiment to the 60 Hz line phase. Figure 6.3 demonstrates

the lab environment control.

6.5.1 Qubit Performance in DC Electric Fields

In the case of slowly changing DC electric fields in the lab, all the electric dipole coupled

sets of states in the N=0 and N=1 manifolds get similarly shifted, so our choice of qubit

states doesn’t offer much protection. However, the large rotational energy gap of 20.5

GHz in CaF offers a great deal of protection, resulting in a differential sensitivity of 40

Hz/(V/cm)2 for the qubit transition. Static charges accumulate on insulating surfaces in

the experiment and we saw during the shielding experiment, where the qubit transition

was used for a different purpose, day-to-day shifts on the 100’s of kHz scale. Using a DC

electric field probe, we recorded fields of a few hundred volts/cm on the outside of the

re-entrant window of the chamber. We added air ionizers directly over the re-entrant

window at the top of the chamber and ensured that our in-vacuum MOT coils were

tied to the ground immediately after the MOT stage of the experiment. With these
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Figure 6.3: (a) The Zeeman sensitivity of the qubit transition computed by diagonalizing the ground
electronic state Hamiltonian of CaF. For small fields, the quadratic Zeeman shift is −44 kHz/Gauss2.
(b) The DC Stark shift sensitivity is calculated for the qubit transition and a transition between
spin-stretched states. In the computation, the magnetic field is set to 14 Gauss and oriented parallel
with the electric field. The magnetic field strength and orientation do not significantly change the
DC Stark sensitivity in the low field regime. All the dipole transitions between the N=0 and N=1
manifolds have similar DC Stark shift sensitivity, all around 40 Hz/(V/cm)2. (c) The magnetic
field was sampled on a Gauss probe placed near the top of the MOT chamber. The sensitivity of
the Gauss probe is 10 mV/ mGauss, indicating very large magnetic field oscillations. The primary
components are the 60 Hz line frequency and it is associated with the 3rd harmonic at 180 Hz.
The oscillations on top of the smooth waveform are from less correlated noise sources lacking an
identifiable spectral decomposition. The magnetic field oscillating at the line frequency is very stable
in terms of amplitude and phase, therefore we are able to make our experiment robust by triggering
a set phase of the waveform. Part (d) shows a sample-and-hold magnetic field trace produced by
subtracting off the average line phase waveform to uncover the non-deterministic noise. We actively
cancel that noise using a PID loop feeding back on a set of 1-meter diameter coils. The Y and
Z fields are stabilized while X is not. The X direction field, for reference, fluctuates by about 5
mGauss, whereas the stabilized Z and Y directions are on the 200 µGauss level and sub 100 µGauss
levels, respectively. The Y field direction is parallel to the 1.5 gauss bias field used to establish the
quantization axis, therefore this field stability is the most important. The other two directions are
suppressed because they add in quadrature with the bias field.
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precautions in place, we never again observed shifts in the qubit transition frequency

due to DC electric field build-ups.

6.5.2 Qubit Performance in DC Magnetic Fields

In a DC magnetic field, relative Zeeman shifts between the qubit states appear at

second order as a result of decoupling the hyperfine interactions. For small magnetic

fields, the differential sensitivity is −44 kHz/gauss2. The typical scale of DC magnetic

field noise in our experiment was a few 10’s of mGauss which would correspond to

frequency fluctuations of about 40 Hz. To have phase coherence on the 100 ms time scale

(accounting for the factor of 2π) would require frequency fluctuations to not exceed the 1

Hz scale corresponding to a magnetic field RMS stability of 500 µGauss. To achieve this,

we monitored the magnetic field using a Bartington fluxgate magnetometer mounted on

the top of the chamber about 10cm away from the molecules. It wasn’t practical to put

the sensor any closer, even though that would be desirable. Using a 3-axis set of PID-

controlled compensation coils wrapped around the chamber with a diameter of about 1

meter, we actively canceled the DC fluctuations to the sub 100 µGauss level.

The DC field is not the whole story. We observed extremely large 10’s of mGauss

scale magnetic field components oscillating at 60 and 180 Hz from the AC power lines.

We considered directly compensating the AC field by driving coils out of phase to cancel

the line field, however, the phase of the line field in the lab varied on surprisingly small

length scales. Our magnetometer mounted outside the chamber could not guide us to
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cancel the field at the molecules, about 10 cm away. Our measurement showed the 60

Hz magnetic field was very stable, therefore we synchronized the experimental sequence

to the wall by triggering Cicero on the rising slope of a signal produced by using a

transformer plugged directly into the wall.

6.6 Ramsey Spectroscopy and Microwave System Performance

One way to measure the rotational coherence time is to coerce the molecule to rotate

in a fixed orientation relative to a reference clock rotating at the same speed. After

initializing the rotation, the clock and molecule separate but each continues to rotate

(precess) on its own for a variable amount of time, without referencing each other.

Finally, at the end of the precession time, we compare the molecule’s orientation relative

to the hands on the trusted clock. The coherence time is the maximum amount of time

during which the molecule can precess and still remain aligned relative to the trusted

reference clock.

This measurement technique is called Ramsey Interferometry. An initial microwave

π/2 pulse tuned to resonance creates a superposition of the two-qubit states, rotating

the Bloch vector down from the pole onto the equator of the Bloch sphere. After the first

pulse, the molecule undergoes free precession where the Bloch vector rotates around the

equator of the Bloch sphere at a rate given by the energy splitting between the two qubit

states. During this time, the microwave oscillator is still running in the background
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but the amplifiers are switched off so no microwaves are present in the experiment.

While the molecule precesses, we use a fast phase modulator to jump the phase of the

microwaves. At the end of the free precession time (this could be arbitrarily long),

another microwave π/2 pulse is applied. In this sense, we are doing an interferometric

experiment by comparing the microwave clock phase to the phase of the molecules after

the free precession time. By scanning the microwave phase, we generate fringes with

a contrast that we can fit for different precession times. The contrast of the fringe

directly tells us how well the molecules have tracked the microwave oscillator during the

free precession time. We extract the coherence time by measuring the contrast of the

oscillation for different precession times and fitting the decay to a Gaussian model.

Once the Ramsey sequence ends, we use our Lambda imaging technique to image

the molecules in the |1⟩ state. By imaging, we are measuring the projection of the

wavefunction at the North pole of the Bloch sphere. Figure 6.6 shows the Ramsey

fringes.

6.6.1 Microwave System Details

The microwave system serves as the reference clock and the initiator of the Bloch vector

rotation, therefore phase and power stability are very important. Figure 6.4 shows the

microwave system used in our experiment. We generate the 20.6 GHz microwaves by

mixing two sources; one at 18.6 GHz and one at 2 GHz. Both microwave sources were

locked to the same 100 MHz low-phase noise reference oscillator. On the 2 GHz arm,
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Figure 6.4: (a) Ramsey pulse sequence. A 2.2 µs π/2 pulse is applied to create an equal superpo-
sition of the qubit states. Pictured below is the Bloch sphere representation of the qubit rotation,
where the first π/2 pulse initiates precession around the equator. The molecule is allowed to free
precess for a variable amount of time before another π/2 pulse with an adjustable phase is applied to
rotate the molecule back to the measurement basis. By Lambda imaging the sample, we can measure
the projection of the wave function along |1⟩. (b) The microwaves are produced by mixing an 18.5
GHz Keysight E8257D with a 2 GHz Windfreak SynthHD Pro locked to a 100 MHz low-phase noise
oscillator. A fast programmable phase shifter on the 2 GHz arm provides control over the phase
of the second π/2 pulse. Neither the high power amplifiers (Qorvo TGA4548-SM) nor the helical
antenna array was strictly necessary for this experiment but both systems were functioning reliably
after the microwave shielding experiment finished.

we use a fast phase modulator to jump the microwave phase during the free procession

period. Next, the microwave sources are combined on a mixer and a bandpass filter

selects the 20.6 GHz signal before it passes through two stacked microwave switches.

The double switches are needed to suppress single switch -60 db leakage before the

high power amplifiers which fed directly to the same helical antenna used for microwave

shielding. Here, the polarization cleanliness of the microwaves is not critical and the

helical antennas in their unoptimized configuration, combined with chamber reflections

delivered some field in all polarizations. The key aspect of the microwave source for

Ramsey spectroscopy is 1) power stability for consistent application of pulses and 2)

an Allen deviation sufficiently low to be sure that loss of Ramsey phase contrast is due

to dephasing of the molecules, and not phase diffusion of the microwave phase. Every
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microwave source available to us far exceeded this criterion.

6.7 The Qubit States in an Optical Field

Earlier we introduced the tensor stark shift as the anisotropic interaction between the

polarization of the 780 nm tweezer light and the orientation of the molecule. It will

not impact the |0⟩ state because |0⟩ belongs to the N=0 manifold which doesn’t have

a tensor shift. The situation for the |1⟩ is more complicated. Since the F=0 state

is isotropic, it does not experience a first-order tensor shift. However, the tensor shift

comes back at second order through mixing with the nearby F=2, m f = 0 hyperfine state.

The light shift of the F=0 state is quadratic in intensity (∆ = β I2) and we measured the

pre-factor, sometimes called the hyper-polarizability, to be −4.8 kHz/(kW/cm2)2 in the

absence of magnetic field. This measurement was used to calibrate the strength of the

tensor stark shift for all of our coherence time-related molecular structure simulations.

See figure 6.5

This hyperpolarizability is how the light shift causes the energy gap between the two

qubit states to change as the molecule experiences different intensity tweezer light over

the course of its classical trajectory in the tweezer trap. In the next section, we will

explore the role of magnetic fields as a tool to engineer the light shifts in a way favorable

to reducing the intensity sensitivity of the qubit transition.
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Figure 6.5: The left plot shows the qubit transition frequency shift as a function of optical tweezer
depth. The data are fit to the function ∆ = −β I2 to model the quadratic nature of the Stark shift
(hyperpolarizability) and the fit value for β is used to calibrate the Tensor stark shift strength used
in all subsequent structure calculations. On the right is a plot showing the tensor shifts of all the
hyperfine levels in the N=1 rotational manifold in the presence of a 1.5 Gauss magnetic field oriented
at 77◦ relative to the light polarization. The state highlighted in red is the uppermost qubit state
(the lower qubit state in N=0 does not experience a tensor shift). Notice it shifts the least of all the
states in the N=1 manifold.
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6.7.1 “Magic” Condition

The problem becomes more interesting with the addition of another quantization axis;

a magnetic field oriented at angle θ relative to the tweezer light polarization. We

can understand the interaction and how we will use it to improve the coherence time

by considering the limiting cases. When the light intensity is low and the magnetic

dominates, the light shift is linear. The Zeeman interaction maintains m f as a good

quantum number but not F , therefore our upper qubit state gets a first-order admixture

of the neighboring F = 1,m f = 0 states. The F = 1 states experience a linear light shift

from a weak optical field and thus our upper qubit state now has a linear stark shift.

The sign of the shift can be positive or negative and the sensitivity of the light shift is

linear in the magnetic field strength.

In the other limit, the light shift is quadratic and negative as a function of intensity.

The trick we can play is to set the magnetic field angle and magnitude such that at

low intensity, the light shift is linear and positive, but at high intensity, it regains the

negative curvature. This field configuration guarantees a flat region of the differential

light shift vs. intensity where the intensity can change but the differential shift vanishes

to first order. Following the literature precedent, we will refer to this as the “magic”

condition; where we have optimized the fields such that the qubit transition has minimal

sensitivity to changing light intensity. This “magic” condition depends sensitively on

the intensity of the light, and both the direction and orientation of the magnetic field,
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Figure 6.6: (a) Ramsey pulse sequence. A 2.2 µs π/2 pulse is applied to create an even superposition
of the qubit states (rotates onto the equator of the Bloch sphere). The molecule is allowed to free
precess for some amount of time before another π/2 pulse with an adjustable phase is applied to
rotate the molecule back to the measurement basis. Next, we measure the component of the wave
function pointing in the positive z-direction on the Bloch sphere by directly imaging molecules in
the N=1 upper qubit state. The projection oscillates with the phase shift, resulting in a fringe as
seen in part (b). The contrast of the fringe carries information on how well the molecular system
is maintaining the phase reference relative to the stable microwave oscillator. By measuring the
contrast of the fringe for several different precession times, we can extract the coherence time by
fitting it to a Gaussian decay model, pictured in part (c).
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as seen in Figure 6.7.

The only part left to do is to tune the “magic” condition such that the flat region in the

curve coincides with the peak intensity of the optical tweezer. There are a few subtleties

to point out. The magic angle is not the usual Acos(1/
√

3)≈ 54.7◦ dipolar nodal angle

because we are relying on non-linear mixing in the Hamiltonian. This implies for weak

magnetic fields the orientation of the quantization axes must be maximally different (90◦)

in order to allow a weak magnetic field to have as much impact as possible. Of course,

if the B field is too small, there will be no such angle. As the magnetic field increases in

strength, the magic angle will rotate down towards, and eventually asymptote to 54.7◦.

6.8 “Magic” Conditions in the Experiment

In the experiment, we choose to set the magic angle close to 90◦ because it allows us to

work at the lowest magnetic field possible which reduces the impact of technical noise.

The magnetic field was generated by a Tenma power supply running 1.2 amps through

a 10 cm coil wrapped around the vacuum chamber producing a 1.5 Gauss magnetic

field. Our process for finding the magic angle required rotating the linear polarization

of the tweezer while holding the magnetic field constant in both angle and magnitude.

We used a high extinction polarizer (better than 10−7 linear extinction ratio) to first

clean the polarization of the tweezer light after the very last optic, but just before

the rotating wave plate used to set the angle of the polarization. The rotating wave
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Figure 6.7: (a) Scan of the magic angle condition. At a fixed precession time of 30ms, we measured
the phase contrast of the Ramsey fringes for a variety of different light polarization angles. Two
magic conditions where the coherence time is maximized appeared on either side of 90◦, as expected.
To better locate the magic condition, we increased the precession time to 60 ms and performed a
fine scan around the 103◦ magic condition. Part (b) shows the differential light shift between the
two qubit states as a function of intensity for various orientations of a 1.5 Gauss magnetic field. As
explained in subsection 6.7.1, the interplay between the magnetic field and light polarization leads to
a flat region where the differential shift is very small with respect to a change in intensity. Part (c)
shows the slope of the differential light shift at the peak tweezer intensity as a function of magnetic
field orientation for different magnetic field strengths. The magic condition is at the zero crossing of
this curve. A minimum magnetic field strength is required, determined by the tweezer peak intensity.
We choose to operate with a relatively low magnetic field to mitigate technical issues.
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plate was on a motorized Thorlabs mount for convenience, although the sensitivity

of the magic condition nearly required the repeatability of a mechanized mount over

an incremented hand-rotated optics mount. Half of a degree was the experimentally

observed repeatability requirement-which is barely within the limit of a steady hand.

We found the most reliable and time-effective method for measuring the improvement

in coherence time vs. polarization angle was to run a Ramsey sequence with a fixed

precession time. Using the microwave phase shifter, we scanned the phase from 0-360

and measured the contrast of the Ramsey fringe as a stand-in for a complete measure

of the coherence time which would have been prohibitively time-consuming. Our course

scan with a precession time of 30 ms showed a clear signature of two magic angles,

as expected by symmetry. We did a fine scan near one of the magic angles with a

precession time of 60 ms to provide more resolving power for the exact location of the

magic condition. Upon locating a magic angle at 77◦, we measured the phase contrast

at different precession times, fit to a Gaussian model for the decay of the contrast,

and extracted a T ∗2 time of 93 ms. The Gaussian model is the expected decay shape

when the dephasing mechanism is inhomogeneous broadening which is the mechanism

for un-canceled trap shifts.

6.8.1 Improving the Coherence Time using Corrective Methods

The Ramsey coherence time is a bare measure of the isolation of the qubit transition

from its local environment. While we want to push this time out by improving control
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over the optical tweezer, there is another way to preserve the quantum information for

longer. Adding additional microwave pulses during the precession time can help undo

the dephasing that occurs in the system. the simplest thing is to add a single π-pulse

in the middle of the precession time, depicted in Figure 6.8. This flips the qubit which

means a perturbation causing phase accumulation in one direction for the first half of

the precession time will naturally undo itself for the second half since the phase will

be accumulated in the negative direction. This sequence is called a spin-echo and is a

very powerful tool for canceling inhomogeneous broadening effects. We implemented a

spin-echo pulse while at the “magic” condition and increased the coherence time by a

factor of 5, to reach T2 = 470 ms. We do not know what limits the spin-echo time, as

the T2 was the same very far away from the “magic” condition.

6.8.2 Dynamical Decoupling

Adding even more pulses can help too. This is the basis of dynamical decoupling which

is a general process of designing pulse sequences to cancel high-order dephasing effects

while not interrupting the qubit system. Many pulse sequences exist and are optimized

for different kinds of dephasing sources. We do not have detailed knowledge about the

limitations of the spin-echo sequences so we somewhat arbitrarily choose to implement

the Unruh dynamical decoupling sequence, UDD(n) where n is the number of pulses

applied.

The first time we tried implementing UDD was before we had phase locked the exper-
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Figure 6.8: (a) Adding a π-pulse to the middle of the Ramsey sequence reflects the Bloch vector
resulting in the accumulation of phase in the opposite direction. This will completely remove the
phase accumulated from a static detuning and is effective in mitigating the impact of inhomogeneous
broadening on the coherence time. In our experiment, the spin-echo improved the coherence time by a
factor of 5, resulting in a 470 ms T2 time. The spin-echo coherence time appeared to be unaffected by
the magic angle condition indicating that the spin-echo effectively removes trap-related decoherence.

iment trigger to the AC line phase, therefore the dominant noise was 60 Hz magnetic

fields. We saw the coherence time steadily improved with the addition of more π-pulses,

but was still orders of magnitude below our best result.

After stabilizing the lab environment and finding the magic angles, we implemented

UDD again but found no real benefit over the spin echo, indicating several issues. The

first possibility is the nature of the noise source is not compatible with the UDD sequence.

The other possibility is that our microwave pulse stability might have been insufficient

to drive many UDD pulse sequences with high enough fidelity to properly implement.

This would cause our π-pulses to either over or under-rotate on the Bloch sphere and

the errors would accumulate as more pulses are added to the sequence. We understand
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Figure 6.9: Dynamical decoupling pulse sequences. We implement UDD(N) where N is the number
of π-pulses. The pulses are spaced according to the formula πN(n) = sin(nπ/(2N + 2))2. Before
synchronizing the experiment to the AC line phase, we measured the coherence time for dynamical
decoupling sequences with a variable number of π-pulses.

the technical limitation to our pulse fidelity is related to microwave sidebands appearing

due to reflections off the vibrating turbo pump and stainless steel vacuum chamber. The

results of the dynamical decoupling are shown in Figure 6.9.

6.9 What limits the Ramsey Coherence Time?

We quickly ruled out technical limitations to the coherence time. At our operating

magnetic field of 1.5 Gauss, the qubit transition has a differential sensitivity of less

than µB/10, therefore our sub 100 µGauss active field stabilization is adequate. The

expected magnetic field limited coherence time under these conditions is a few hundred

milliseconds.

Intensity noise on the tweezer light could be a factor however tuning to the magic
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condition makes the qubit transition minimally sensitive to changes in intensity. Our

tweezer PID stabilization loop reduced the RMS noise to the 10−3 level relative to the

total intensity. Based on the slope of the differential light shift at the magic condition,

the RMS intensity noise corresponds to a coherence time limit longer than 1 second.

6.9.1 Temperature

We determined the temperature to be the effective limitation to the Ramsey coherence

time. As the molecules move in the trap, they experience different light intensities over

the course of their classical trajectory. The spread of the intensities sampled by the

molecules is set by the temperature and it follows that the spread of the frequency

shifts between qubit states is the spread of the intensity distribution convolved with the

light shift sensitivity. Tuning to the magic condition only gives a flat light shift slope at

exactly one intensity, therefore it does not remove all possible dephasing for a thermal

sample traversing the trap.

During the Ramsey sequence, the trap is ramped down to a depth of 25 µK, and

the molecules adiabatically cool to 5 µK. Under these conditions, the molecules are

occupying 1000-10000 harmonic oscillator modes in the trap, therefore we can describe

the motion classically.

We modeled this using a Monte Carlo simulation seeding a Gaussian trap with thermal

molecules and tracing their trajectories. The simulation followed 106 molecules and built

a distribution of light intensities sampled. Next, the light shift sensitivity was computed
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Figure 6.10: (a) Scan of the magic angle condition. At a fixed precession time of 30ms, we measured
the phase contrast of the Ramsey fringes for a variety of different light polarization angles. Two magic
conditions where the coherence time is maximized appeared on either side of 90◦, as expected. To
better locate the magic condition, we increased the precession time to 60 ms and performed a fine
scan around the 103◦ magic condition. Part (b) shows the differential light shift between the two
qubit states as a function of intensity for various orientations of a 1.5 Gauss magnetic field. As
explained in subsection 6.7.1, the interplay between the magnetic field and light polarization leads to
a flat region where the differential shift is very small with respect to a change in intensity. Part (c)
shows the slope of the differential light shift at the peak tweezer intensity as a function of magnetic
field orientation for different magnetic field strengths. The magic condition is at the zero crossing of
this curve. A minimum magnetic field strength is required, determined by the tweezer peak intensity.
We choose to operate with a relatively low magnetic field to mitigate technical issues.

for the tweezer power, magnetic field angle, and magnetic field strength. The width of

the frequency distribution gives the coherence time. The Monte Carlo model captured

the experiment very well, including the prediction of the temperature dependence and

the magic angle data.

We measured the temperature dependence by changing the lambda cooling param-

eters prior to adiabatically ramping down the tweezer for the Ramsey measurements,

as seen in Figure 6.10. This creates a thermal ensemble of molecules at an adjustable

temperature. Repeating the microwave phase scans during the Ramsey sequence, we

measured the coherence time. at several temperatures and observed a linear relationship
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between temperature and decoherence rate (1/T ∗2 ).

At lower temperatures, the optical tweezer trap is approximately harmonic. The

Virial theorem tells us the average kinetic energy is equal to the potential energy which

is proportional to the tweezer light intensity in an optical trap. In the case of an

ideal gas, the variance in energy is T 2 times the heat capacity, thus the width of the

distribution of intensities experienced by the molecules scales linearly with temperature,

as we measure. Combined with the quadratic nature of the differential light shift at the

magic angle, the decoherence rate scales as T 2.

Longer rotational coherence times could be achieved by further cooling the sample

beyond Lambda cooling. Single particle cooling techniques such as Raman sideband

cooling might dramatically extend the rotational coherence times up to technical limi-

tations.

6.10 Loose Ends

At points in this chapter, several important but tangential aspects were briefly men-

tioned and will now be explained in some level of detail. Early in this chapter, we

dismissed the vector stark shift as a potential source of decoherence. The vector shift

requires circularly polarized light which is present in tightly focused traps28. It results

from the bending of the linear polarization as the focused beam waist of 1.4 µm is close

to the 780 nm wavelength of the trap light (see Figure 6.11). This results in a polar-
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Figure 6.11: The blue trace is the radial effective magnetic field gradient along the tweezer light
polarization direction at the focal plane calculated for a CaF molecule in a 780 nm tweezer with
a beam waist of 1.4 µm and depth of 2 mK. The dashed red curve in the intensity profile of the
tweezer in the focal plane. The shaded purple curve is the region a CaF molecule at 50 µK will
explore. The inset figure shows the magnitude of the effective magnetic field in the focal plane. The
tweezer polarization points along the x-axis in the inset.

ization gradient across the tweezer where left and right-handed circular polarizations

appear on either side of the tweezer center. The tighter the focus, the more intense the

polarization gradient.

The relative scale of the vector shift is set by the fine structure splitting (30 GHz)

over the detuning of the tweezer light from the X-A transition (100 THz detuned). For

our tweezer at a depth of 1800 µK the effective magnetic field gradient is dB/dx = 25

mGauss/µm. A sample temperature of 50 µK would allow the molecule to experience

variations in the effective magnetic field of 1500 µGauss. That’s at “full” depth, however,

at the tweezer depth used for the coherence time measurements, the expected spread

in the field will be less than 100 µGauss. The direction of the effective field in the
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tweezer is orthogonal to the direction of the 1.5 Gauss bias field we used to establish

the magic condition, thus it adds in quadrature with a strong field, resulting in a

δB ≈ (100 µGauss)2/(1.5 Gauss)2 ≈ 10−9 Gauss level. The effective field from the

vector stark shift is many orders of magnitude suppressed from being a major limitation,

however, as a caveat to future experimenters, the scale of the gradient increases rapidly

with tighter focused tweezers.

The second point is in regards to using the spin-stretched states as the qubit states.

These states are the choice of previous coherence time experiments using bialkali molecules

lacking the structure we used in this experiment107,141,115,103,57,122,27,159. It is possible

to “tune” out substantial impacts of the light shift on the stretched state belonging to

the N=1 manifold129. A strong magnetic field breaking the hyperfine interactions was

used in previous work and probably would have also resulted in a long coherence time

for us. We opted for the experimentally simple route given that low fields are often

easier to stabilize and working with the F=0 transition is convenient for other reasons

not limited to optical pumping performance.

6.11 Future outlook

Demonstrating a 100 ms rotational coherence time and 500 ms spin-echo coherence

time, more than a factor of 10 improvements over a previous system, is a major step

towards leveraging the ultracold molecules in the optical tweezer platform for quantum
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computing109,63. The figure of merit is how many gate operations can be completed per

coherence time. A typical time scale for dipolar gates is a few milliseconds, and possibly

as short as a few microseconds using a more clever scheme28. This allows several tens

of gate operations per coherence time, providing a workable footing for future work on

dipolar coupling.

Nothing we did was unique to the CaF molecule-including the selection of qubit

states. The same structure we took advantage of will exist in molecules with a single

unpaired electron and nuclear spin-1/2. Larger hyperfine spacing will help to reduce

the hyper-polarizability but will never eliminate the need to tune the interaction using

a magic condition. Many laser-coolable polyatomic molecules under consideration also

offer similar hyperfine structures82,102,161.

Since this work, the second generation CaF experiment in the Doyle group under

the leadership of Yicheng Bao and Scarlett Yu demonstrated dipolar coupling between

neighboring CaF molecules15 (also demonstrated at Princeton60). The ultracold polar

molecule platform is rapidly maturing into a competitive platform for use in quantum

computing.
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7
Aromatic Molecules for Laser Cooling

7.1 Collecting our bearings

The CaF experiment demonstrated the utility of the optical tweezer platform for trap-

ping and manipulating ultracold molecules with exquisite levels of control. We optimized

an imaging system with better than 97% detection fidelity of a single CaF molecule in

a tweezer. We added microwave control to drive rotational transitions and create pure
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quantum states. Implementing fine control over the lab environment, combined with

quantum state engineering, we reported the first useably long rotational coherence time.

This was the first demonstration of a laser-cooled polar molecule for use in a quantum

computing architecture.

With the dynamical control from the acoustic-optical deflector, we created an array of

5 molecules, rearranged the optical tweezers, and merged traps to study collisions. When

we observed near-universal collisional losses, we designed a microwave shielding scheme

to reduce the effect of lossy collisions while enhancing the rate of elastic collisions. Using

the enhanced rate of elastic collisions we went on to demonstrate the forced evaporative

cooling of CaF.

Where does this leave us?

The evaporative cooling was an important result and realizing a deep cooling method

would be a key enabling development for the field as a whole however we cannot continue

in that direction due to several serious limitations on our apparatus. The single-molecule

coherence time result also shows promise we built a second-generation CaF experiment

with quantum computing in mind and implemented design considerations from the

lessons learned on the first-generation CaF experiment.

The apparatus was becoming cumbersome after several rounds of retrofitting. Origi-

nally the experiment was built to slow CaF and after that result, it quickly developed

into a complicated experiment with no fewer than 11 subsystems built by different gen-

erations of students. Continuing to add complexity to the apparatus would put us into
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the diminishing returns regime. With the second-generation experiment coming on-

line soon, there wasn’t a good reason to do a significant retrofit of the first-generation

apparatus.

At this point, we decided to make a major direction change and re-fit the experi-

ment to do an initial study of laser cooling on large aromatic molecules. The need for

this is apparent: many “interesting” molecules are more complicated than diatomics.

Larger molecules potentially offer more rotational, vibrational, and electronic energy

level structures which are useful for precision measurement84,69,83,162 to quantum com-

puting64, simulation2, and especially quantum chemistry11. The catch is the platform is

only useful if the added complexity can be controlled and the additional rotational and

vibrational structure is not straightforward to control. Polyatomic species have many

potential leakage channels, primarily vibrational, which need to be closed for laser cool-

ing. A class of molecules with manageable vibrational branching, potentially requiring

only a few repumping lasers, have been identified81,66,67, including some molecules with

organic structures9,68,46,47. Laser cooling has been demonstrated to a limited capacity

on polyatomic species including SrOH, YbOH, and CaOCH3
10,81,66,67. Much more

substantial work has been done on CaOH molecules, which have been laser-cooled, op-

tically trapped, and quantum-controlled using microwaves101. Our vision is to have

large organic structures trapped in optical tweezers at ultracold temperatures. This is

a challenging goal but we will lay the framework and discover some limitations in this

chapter.
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Figure 7.1: Schematic drawing of CaOPh-345F163. CaOPh molecules look exactly the same up to
the three fluorine atoms replaced with three hydrogens. The electronic wave function of the valence
electron is visualized for the X state (X̃ 2A1) as well as the A (Ã 2B2) and B states (B̃ 2B1). The
wavelengths indicated in the figure are for CaOPh.
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7.2 Phenol Derived Molecules

The first criterion for laser cooling is “good” vibrational branching81,66,67. When the

molecule is electronically excited, the vibrational potential is slightly different. As a

result, when the molecule emits a photon it could decay to any of the vibrational states

in the ground electronic state with a probability given by the wavefunction overlap.

There is no rigorously enforced selection rule nor do we know a way to suppress the

unwanted decays to numerous vibrationally excited levels in the electronic ground state.

The best we can do is pick a molecule with favorable intrinsic branching ratios from the

start. Carefully selected molecules can have potential energy surfaces that are similar in

the ground and electronically excited states which means after the decay, the molecule

will very likely return to the same vibrational level. The ones that don’t, leak to a

handful of additional vibrational levels that we can repump with additional laser beams

tuned to the repump wavelengths which are typically 10’s of nanometers red-shifted

from the mainline. We call these “diagonal” molecules because they tend to not branch

vibrationally after spontaneous emission decay events. For each possible vibrational

decay, we will need a separate repump laser tuned to the specific frequency that re-

excites molecules in the wrong vibrational state back up to the ground vibrational state

by way of an electronic transition.

A recent study identified a class of molecules consisting of phenyl rings and a Ca-O

optical cycling center bonded to the ring163. An optical cycling center is a functional
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group, such as Ca-O, attached to the molecule which carries an optically active valence

electron that is somewhat well isolated from the chemical bond (sometimes) leading

to favorable Frank-Condon factors. This is not a general feature of molecular systems

but it is a pattern for the species we use in this line of work. This phenyl structure

is chemically interesting as a commonly occurring feature of organic molecules and it

is potentially useful in quantum computing and quantum simulation because it has a

large internal Hilbert space which makes it a good qudit (a “qubit” with more than two

levels). The nuclear spins of the hydrogen atoms are also useful in this regard and this

system resembles the molecules already in use for nuclear magnetic resonance quantum

computing experiments.Jones

Remarkably these phenol-derivative molecules appeared to be diagonal as well as

chemically interesting. We elected to focus our efforts on CaOC5H5 (CaOPh) and

CaOPh-345F which are phenol and fluoro-phenol derived molecules, respectively163.

Figure 7.1 shows a ball and stick schematic of CaOPh-345F, indicating where the fluorine

atoms replace hydrogen atoms on the number 3,4, and 5 carbons atoms along the ring.

The layout of the atoms is mirror symmetric in the plane containing the phenyl ring.

For both CaOPh-345F and CaOPh, the Ca-O optical cycling center is affixed to the

number 1 carbon atom in the ring.
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7.2.1 Dispersed Laser-Induced Fluorescence

A preliminary study done in the Doyle group in collaboration with the groups of Eric

Hudson and Wes Cambell used a technique called dispersed laser-induced fluorescence

(DLIF) to measure the vibrational branching ratios of different phenol derivatives163.

This DLIF study involved using a pulsed laser to excite molecules in the ground elec-

tronic and vibrational level to the lowest energy excited electronic states (A and B

states). The fluorescence emitted from the decaying molecules was collected and dis-

persed on a spectrometer grating. Molecules decaying to a vibrationally excited state

in the ground electronic level emit fluorescence that is red-shifted relative to the ex-

citation light. From the intensities of the red-shifted decays, one can determine the

vibrational branching ratios. While we hope for a “diagonal” molecule, even the best

photon-cycling molecules still have vibrational leakage. This measurement indicates the

minimum number of vibrational decays which need to be repumped in order to reach

a target number of photons. For slowing and generating a molecular MOT, one would

need 3,000-10,000 photons. For simpler laser cooling schemes as few as 30-100 photons

are sufficient to do transverse cooling of a molecular beam146.

The vibrational branching ratio measurements indicated that CaOPh and CaOPh-

345F, have estimated Frank-Condon factors of 90% and 99% respectively. These molecules

each have at least two strong electronic transitions with 60 ns lifetimes, short enough to

have a fast scattering rate. They also have convenient transition wavelengths, around
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Figure 7.2: Dispersed laser-induced fluorescence (DLIF) spectroscopy of the CaOPh vibrational
modes. CaOPh molecules are excited by a laser at 611.8 nm on the B̃ 2B1-X̃ 2A1 transition in the
vibrational ground state of each available mode. The additional peaks seen in the spectrum corre-
spond to red-shifted fluorescence from decay to excited vibrational modes in the ground electronic
state. The inset is a zoomed-in version of the same DLIF spectrum, with the y-axis normalized to
the height of the diagonal decay from the larger plot. The decays are labeled by the red shift in units
of wave numbers. The most prominent decay is to the 310 cm−1 line which we believe is the Ca-O
stretch mode. The 61 cm−1 line corresponds to the in-plane and out-of-plane bending modes.
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610-630 nm, for dye lasers using Rhodamine-based dyes. This makes both species promis-

ing laser cooling candidates.

7.3 Producing the Phenol Derivatives

We can make these molecules by reacting gas-phase phenol (or fluorinated phenol) with

calcium metal vapor in a buffer gas cell. Calcium metal is ablated by a 20 mJ, 10 ns

YAG pulse, frequency doubled to 532 nm. The calcium metal vapors react with the

gaseous phenol in a background of helium atoms cooled to 4 K by our cryogenic system.

The phenol vapor is introduced to the buffer gas cell in vapor form and fed in through a

heated fill line that we will discuss in detail shortly. A slow (roughly 200 m/s) cold beam

of CaOPh molecules exits the cell and the cryogenic beambox into a room temperature

chamber where we conducted spectroscopic studies.

Phenol only has sufficient vapor pressure for temperatures above the melting point

of 300 K. The buffer-gas cell needs to run at 4 K to produce a beam. At 4 K there is

limited cooling power available, usually, around 1 Watt which means it doesn’t require

more than a few hundred milliwatts of heat load to raise the cell temperatures by a

few degrees Kelvin. A warmer cell results in a faster beam and the higher temperature

spreads the population over more rotational levels which reduces the per-quantum-state

production yield.

We took an engineering approach to reduce heat loads on the buffer-gas cell which
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Figure 7.3: On the left is a 3D rendering of the fill line assembly as it passes through the vacuum
chamber (beambox wall), 70 and 40-kelvin blackbody radiation shields. Note the larger diameter
copper tube is only connected to the 70-Kelvin shield. At the back is a 6-way ISO-100 cross. This
cross was useful for assembling the fill line but plays no role in daily operations. On the right an
oriented image looking at the fill line 90◦ connection through the side port of the ISO-100 cross as
indicated by the dotted lines. The vertical copper tube is where the elasticity needed to maintain the
sliding degree of freedom for the fill line originates. The stainless steel elbow has its own separate
heater attached, although we found the thermal conductivity along the line was sufficient to not
need a separate heater element here. The mylar film wrap helps the fill line hold heat.
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Figure 7.4: A full cutaway view with the 4-Kelvin shield side panel completely removed. The top
4-Kelvin panel above the heater fill line collar is also removed. The fill line positioning was set very
carefully such that it auto-aligns with the cell. This makes cell changes very easy and thermal shorts
due to the fill line tip touching a cold part of the cell are nearly impossible and have never happened
in several 10’s of cell change events. The liquid helium pot is in the back right corner of the 4-Kelvin
box, wrapped in mylar film. Note the distance between the cell aperture and the 4-Kelvin shield
aperture. This distance is critical to avoid the build-up of helium gas in the beam’s path.

would otherwise degrade the performance of our beam source. The heat loads we are

concerned with are 1) the blackbody heat load coming from the heated fill line and 2)

the conductive heat load from the seal connecting the heated fill line to the cell itself.

These are both engineering problems we worked hard to address.

The Cryomech pulse tubes we use (PT410) have about 1 Watt of cooling power on

the 4 K stage and about 40 Watts of cooling power on the 40 Kelvin stage. In addition,

our beambox has a liquid helium pot with a 1-liter liquid helium capacity, providing

significant cooling power. While the cooling power of the liquid helium is very high,
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the limited thermal conduction between the cell and pot will still lead to a rise in

temperature when heat loads are added to the cell. Additional heat loads also reduce

the run time of the experiment between helium pot refills by increasing the helium

evaporation rate in the pot.

To maintain sufficient phenol vapor pressure (2-4 Torrs) and reduce the risk of fill line

clogs from condensation points, we operate the fill line well above the 320 K melting

point of phenol at 340 K. Since the blackbody heat load scales as T 4, the fill line

operating temperature of 340 K will dump a lot of heat, emitted from the entire surface

area of the heated fill line. We designed a copper sleeve to fit concentrically around the

fill line. It attaches to the 40 K stage where we have ample cooling power. This protects

the 4K components from the majority of the heat load, as shown in figure 7.4.

The fill line itself is a 1/16” copper tube with 300 Ω resistors glued every 5 cm along

its length. The fil line temperature is measured by a Lakeshore diode affixed to the

neck of the fill line where it exits the 40 Kelvin sleeve. To keep the gradient under 1 K

between the thermistors, we would only need to place a heater every 60 cm but by over

placing the heaters we can be sure to mitigate gradients. To maintain a temperature of

340 K measured at the fill line tip, we run about 600 mW of power through the chain

of series-wired resistors glued to the fill line.

The heated fill line is supported by two G10 spacers along the length of the copper

tube. These spacers are cut to minimize surface contact with the copper and they have

cut-out regions to reduce the cross-section leading to lower thermal conductivity. The
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Figure 7.5: On the left (A), the G10 spacer holding the heated fill line concentrically inside the
70-Kelvin copper sleeve can be seen. The cross-section and feet of the spacer were designed to
minimize thermal conductivity between the cold sleeve and the hot fill line. Note these parts were
made from G10 sheets, not rods due to the weave pattern of the fiberglass. The Teflon spacer can
be seen attaching the fill line neck to the back of the cell. On the right (B) is a more complete view
of the fill line as it looks in use. A mylar blanket has been added around the fill line to block the line
of sight from the back of the cell to the room-temperature 6-way ISO-100 cross at the back of the
beambox. Without the blanket, there are a few square mm of room-temperature blackbody radiation
directly illuminating the cell. Also visible is a lakeshore diode measuring the sleeve temperature right
at the tip where it is the warmest.

contact feet of the spacers have an extrusion to prevent them from falling over when

the fill line is sliding in the tube. We glued the spacers to the fill line, positioning each

spacer about 1-inch inset from the leading and trailing end of the copper sleeve. The

spacers conduct about 180 mW of combined heat load onto the copper sleeve whereas

the blackbody radiation puts about 400 mW of heat on the sleeve. The connection to

the cell is based on a Teflon sleeve coupling the copper nipple brazed to the back of the

cell to an ultem ring placed concentrically around the fill line.

The external parts of the heated fill line, outside of the vacuum chamber, are also

carefully designed. The vacuum-to-atmosphere interface happens in a 6-way ISO 100

cross-connected to the back of the beambox, shown in figure 7.6. The purpose of the
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Figure 7.6: Atmosphere/room-temperature side of the fill line. Solid phenol is placed inside a CF
2.75” nipple which we heat to around 60◦ C, melting the phenol and generating vapor pressure. The
ball valve is a binary shut-off valve used for replacing the bottle while controlling phenol exposure in
the lab. The throttle valve is a stainless steel bellow-sealed valve that creates a variable impedance
used to control the flow of phenol into the cell. We set this valve to a particular position based on
the pressure reading from the baraton and the flow rate remains very stable. A separate pump-out
port was added for utilities including leak checking the fill line. This is highly recommended. The
fill line goes into the vacuum chamber via an Ultra-Torr gasket-sealed connector. The connector
bezel is brazed directly into a KF-50 flange and the copper tube passes through a concentric O-ring.
The only other functional arm of the ISO-100 is on the right where the feed-throughs for the fill line
heaters pass through as well as a few additional lakeshore temperature diodes used to monitor parts
of the fill line, including the stainless steel 90◦ elbow inside the ISO-100 6-way cross.
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cross is to allow access to the 90◦ VCR-style connector between the vertical part of

the fill line and the delivery line, going into the cell. This 90◦ VCR connector has

its own independent heater circuit on it and we provide about 300 mW of heat to the

elbow. See figure 7.3. Critically, the fill line has some elasticity which provides light,

finger-push-scale, backing pressure forcing the tip into the cell. As the beambox thermo-

cycles from room temperature to operating temperature everything contracts resulting

in millimeter-scale displacements. The elasticity of the fill line is the mechanical buffer

that absorbs the displacement due to thermal contraction.

Since the melting point of phenol is above room temperature the external parts of

the fill line also need to be heated. This is accomplished by wrapping everything in

heater tape and aluminum foil. We attached thermocouples every few centimeters to

monitor for cold spots where phenol could condense and clog the line. The outside part

of the fill line (see figure 7.6) consists of a CF 2.75” nipple filled with phenol, a baratron

pressure gauge, and a throttle valve used to control the backing pressure (and flow rate)

of the fill line. Typically we use flow controllers for this application however we did not

have a high-temperature flow controller. Heating the phenol bottle to 55◦ C generates

4 Torrs of vapor pressure behind the fill line. Based on measurements of the fill line’s

conductance, this corresponds to 3×10−4 Torr L/s or 0.02 standard cubic centimeters

per minute. The flow of the phenol into the cell warms the cell by 30 mK.
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Figure 7.7: Time trace of a CaOPh beam vs. a CaOPh-345F fluorinated phenol beam. The beams
were observed on a photon-multiplier tube and were driven by a laser illuminating strong transitions
in both cases. The brightness of the beams provides an order unity production comparison between
species. Evidently, the non-fluorinated phenol has a chemical reaction pathway more favorable for
producing the molecule of choice.

7.3.1 Production

Due to the optimistically large Frank-Condon factors of 99%, we opted to make the

fluorinated CaOPh-345F molecule first. The production yield was low, less than 10%

of the yield for non-fluorinated phenol. We compared the production of each species by

observing the molecular beams seen as a time trace on a photomultiplier tube. While

we did not yet know the quantum number assignments but the brightness of the lines in

figure 7.7 allows an ordered unity direct comparison between the CaOPh and CaOPh-

345F production yields. We make roughly an order of magnitude more CaOPh than

CaOPh-345F.
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We added “enhancement” light into the buffer gas cell in a similar spirit to some of

the other laser cooling experiments. Chemical production in the buffer gas cell can be

enhanced by exciting the calcium atoms to the metastable triplet P state (3P1) where

the chemical reaction pathway to form molecules such as CaOPh, CaOH, and YbOH is

energetically open. The laser excitation significantly enhances the 3P1 population over

the natural population excited from the ablation pulse. To excite the calcium atoms, we

illuminate the cell with 300 mW of 657 nm light through the in-cell absorption window

on the cell. The enhancement light is shuttered to reduce heat loads on the cell at all

times other than a 3-millisecond window around when the ablation pulse is fired. For

both the fluorinated and non-fluorinated phenol samples, we observed an enhancement

factor of approximately 4, compared to an order of magnitude increase observed by

YbOH and CaOH.

While the production of CaOPh greatly outmatched CaOPH-345F, there was another

factor leading to our choice to pursue the non-fluorinated CaOPh. The DLIF predicted

Frank-Condon factors for the CaOPH-345F are potentially skewed by a CaF background

line falling right on the diagonal transition which would bias the Frank-Condon factor

in the optimistic direction. Between the low production yield and the newly cast doubt

on the Frank-Condon factors, we elected to stick with CaOPh for the remainder of the

study.

CaOPh presented some peculiar production issues. We found no matter what we did

the signal would start to fall off significantly after 24 hours of runtime while actively
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Figure 7.8: Exciting the calcium atoms to the metastable triplet P state in the buffer gas cell
enhances the production of CaOPh. We optimized the alignment of the enhancement light through
the in-cell window and then performed a power saturation scan. The window itself was covered in
a layer of Kapton, however, the power on the horizontal axis takes into account the transmission of
the light through the Kapton. On the right is a comparison of the molecular beams with and without
the enhancement light. We typically observe production enhancement by a factor of 2-4.

ablating. This was the case for both the 1” and 2” long buffer gas cells we tried. In both

cells, we often observed build-ups of phenol in the cell (see figure 7.9) and sometimes

clinging to the tip of the fill line. This is the first time we have flowed a chemical that

is solid at room temperature. It is possible that the buildups we observe are normal

in other experiments but never observed because the flow chemicals vaporize during

warmup whereas phenol remains solid. On the contrary, no experiment has such a

limited run time. The flow rates in our experiment are similar to others in the group.

When the source production drops after a few days of running, CaOPh production

cannot be restored by warning up alone; a full cell cleaning was required. The 2”

long cell was gold coated which appeared to make a substantial difference in the cell

cleaning process in between runs. The copper cell showed surface oxidation requiring
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Figure 7.9: Deposites of phenol (indicated by the arrow) observed after 3 days of run time on the
cell. The picture was taken through the calcium target mounting hole. Large build-ups like this were
often seen but didn’t correlate with fill line clogs. The rest of the cell had a nearly uniform coating
of phenol over the surface. While the fill line does enter the cell near the target holder, it is not
aimed directly at the calcium.

light sanding to restore the surface quality whereas the gold-coated cell could be cleaned

with a tissue soaked in acetone.

We also found the calcium targets were not reusable, as they would become encased

in a thick coating of phenol that was difficult to remove from the surface of the calcium.

Even with the aforementioned production difficulties, we were able to run for 4 days

per week, warming up on Thursday night for a Friday morning cell cleaning. This issue

will require attention for future work on CaOPh.

7.4 Structure of Asymmetric Top Molecules

Now that we can produce CaOPh in our apparatus, we’ll move on to describing the

structure of asymmetric tops in general and then high-resolution spectroscopy of CaOPh.
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An asymmetric top molecule is a molecule with three distinct moments of inertia9. Most

molecules with more than two atoms are asymmetric tops. Generally, when we describe

the rotational structure of a molecule, we refer to the angular momentum around the

principal axes of rotation. For a general asymmetric top, the axes are labeled A, B, and

C where A has the lowest moment of inertia (highest rotational frequency) and the C

axis has the largest moment of inertia. In CaOPh, the rotational constants are A = 5.73

GHz, B= 717 MHz, and C = 638 MHz. B and C are nearly the same, which indicates this

asymmetric top molecule will only have a small asymmetry doubling due to rotations

around the B and C axes being nearly degenerate. We specify the rotational state of the

molecule with the quantum number J = N+S which includes the electron spin, the total

rotational quantum number N, and the projections of the rotational angular momentum

around the A and C axes with the quantum numbers Ka and Kc, respectively9.

These principal axes of rotation are the axes around which we define the angular

momentum during an electronic transition. As such the selection rules for Ka and Kc

depend on which axis the electronic dipole moment of the transition is oriented.

7.4.1 Selection Rules

The A (Ã 2B2) and B (B̃ 2B1) states of CaOPh have an electronic wave function reminiscent

of an oriented P-orbital. The electron doesn’t have orbital angular momentum around

the A-axis because the carbon ring breaks the rotational symmetry. This in effect,

freezes the p-orbital lobes.92 The Ã 2B2 state has electron density lobes oriented in the
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plane containing the carbon ring and the B̃ 2B1 state is perpendicular to the plane and

at slightly higher energy due to repulsion between the electron cloud and the nearby

hydrogens. The orientations of the electronic wavefunctions in the Ã 2B2 and B̃ 2B1 states

also orient the electronic transition dipole moment for each transition. The Ã 2B2-X̃ 2A1

transition drives rotations around the A-axis (A-type) which implies the selection rules

are ∆Kc =−1 and ∆Ka =±0 and the selection rules for the total angular momentum J

are the usual dipole selection rules ∆J = 0,±1. The B̃ 2B1-X̃ 2A1 transition is C-type and

the selection rules are ∆Kc = 0 and ∆Ka =−1.

These selection rules can be violated in important ways that matter for laser cooling.

Since the Ã 2B2 and B̃ 2B1 states have different symmetry and different selection rules,

any mixing between electronic states can make nominally forbidden decays such as

∆N = 2 and either Ka or Kc changing in a way consistent with a transition of a different

symmetry become weakly allowed. This rotational leakage channel, if present, needs to

be plugged.

7.5 High Resolution Spectroscopy

The DLIF spectroscopy informs which molecules might be good laser cooling candidates

based on vibrational branching, but it doesn’t shed light on the rotational structure of

the molecule. For this study, we will need to do high-resolution laser spectroscopy

with narrow-band continuous wave laser light due to the small rotational constants
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of a molecule with a large moment of inertia. CaOPh is expected to have a dense

rotational spectrum compared to the smaller molecules we have observed in this group.

Furthermore, many rotational levels in the electronic ground state will be populated at

our source temperature of 4 K. We had a rough idea of where to begin our search from

the DLIF data, and the larger number of thermally populated rotational states made it

easier to find the initial signal.

The fluorescence from the molecules is detected on a photo-multiplier tube positioned

perpendicular relative to the molecular beam. The photomultiplier tube provides time-

resolved traces of the molecular beam as it moves through the illuminating laser beam.

The typical fluorescence yield is 1-2 photons per molecule on all non-rotationally closed

transitions due to branching to different rotational ground states. There is exactly one

rotationally closed transition that does not branch which we will use for laser cooling.

Furthermore, the natural population is distributed over many rotational states.

In light of that, we went to great effort to blacken the inside of our detection region as

much as possible to reduce laser scatter. Since the excitation and emission wavelength

are the same, we cannot selectively filter out laser scatter with an interference filter.

The inside of the detection region has blackened baffles to absorb light. In the direction

of the excitation laser beam, we use long blackened extension arms with anti-reflection

coated windows on the top and bottom. Furthermore, we optimized the size of the

laser beam to maximize the signal-to-noise ratio. Smaller laser beams scatter less but

illuminate a small number of molecules over a centimeter-scale molecular beam. We
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optimized the signal-to-noise ratio by adjusting the laser beam diameter. To capture

more signal, directly across from the photomultiplier tube we installed a spherical mirror

to provide a larger capture solid angle.

7.6 Laser Induced-Flourescence

Simply put, our goal is only to find the rotationally closed transition that is predicted

to cycle photons. The B̃ 2B1-X̃ 2A1transitions have C-type selection rules, meaning that

∆Ka =−1 thus the transition |X̃ 2A1,N = 1,Ka = 1,Kc = 0⟩ to |B̃ 2B1,N = 0,Ka = 0,Kc = 0⟩ is

the rotationally closed photon cycling line. The excited state |B̃ 2B1,N = 0,Ka = 0,Kc = 0⟩

is the only rotational level in the B̃ 2B1 state for which the spontaneous emission decay

process will populate only one ground state, |X̃ 2A1,N = 1,Ka = 1,Kc = 0⟩. On the Ã 2B2-

X̃ 2A1 transition, the same phenomena occur but with an A-type transition selection rule,

∆Kc = −1 implying that we need to use the |X̃ 2A1,N = 1,Ka = 0,Kc = 1⟩ to |X̃ 2A1,N =

0,Ka = 0,Kc = 0⟩ transition for rotationally closed photon cycling. To correctly identify

either of these transitions, we need to know the quantum numbers and that requires

assigning all of the transitions we observe with quantum numbers.

We resolved the rotational structure of the CaOPh molecules on the Ã 2B2-X̃ 2A1 with

a continuous-wave dye laser and the B̃ 2B1-X̃ 2A1 transitions using light from an optical

parametric oscillator at 616.8 nm and 611.8 nm, respectively. The dense spectrum

had lines appearing roughly every 100-300 MHz over a total range of about 90 GHz.
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Figure 7.10: The A,B, and C rotational constants in CaOPh have values in temperature units of
roughly 300 mK for the A-axis and 40 mK for the B and C axes, indicating the rotational ground state
populations will be temperature sensitive. We can vary the temperature of the buffer gas source by
pumping on the helium pot which cools the cell from a base temperature of 4 K to 2 K. We looked at
a region of the spectrum at 4-Kelvin (red trace) and again at 2.5 K (inverted blue trace), observing
several lines changing relative intensities or disappearing altogether. The temperature dependence
provides a clue about the rotational ground state in the transition and whether or not it is a high
energy rotational state (will be depleted at a lower temperature) or a low laying rotational level
(gains population at a lower temperature). Ultimately, we found better ways to assign the spectrum
but the temperature dependence is a useful sanity check.

Finding the first transitions proved to be easy and we observed around 500 lines before

attempting to fit the spectrum.

7.6.1 Line assignments

Our general strategy was to try to identify any kind of recognizable structure in the

spectrum and make a preliminary line assignment based on that from which we can then
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fit molecular constants and thus assign the rest of the lines. We managed to identify a

pattern of asymmetry splittings. An approximate formula for the asymmetry splitting

as a function of Ka can be written down for near prolate-asymmetric top molecules

such as CaOPh, following this reference147. Using our estimates for the three rotational

constants, we computed the curves in 7.11 which match the data well for the case of

the Ka = 2 to Ka = 3 transition family.

The asymmetry splitting alone doesn’t indicate if the transition corresponds to Ka = 2

in the excited or ground electronic state. We associated the Ka = 2 levels with the

ground electronic state due to the measured transition frequencies. Using that we

made educated guesses for the fit parameters in the PGopher model148 to compute the

spectrum. We assigned around 10 lines based on what we thought was the K=2 family

of lines. PGopher then fits 11 molecular structure parameters and 1 external parameter,

the sample temperature. From the fit, we extrapolate the quantum numbers for all of

the 500 lines we observed. We need a way to test the extrapolated line assignments,

which we can do by identifying sets of coupled lines, which requires finding transitions

that share either an excited or ground state.

We performed an optical-optical double resonance measurement to figure out which

lines were connected via a common ground or excited state. A laser upstream was

tuned to resonance with a particular transition. A second laser downstream was used

to detect the result of the optical pumping provided by the first laser. Initially, we

set both pump and probe lasers to the same transition and observed depletion of the
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Figure 7.11: We identified a recognizable pattern of line doublings that we attributed to the
asymmetry splitting of the electronic ground state Ka = 2 to excited state Ka = 3 transitions. Figure
A shows the pattern of asymmetry splittings in the fluorescence spectrum as we observed them.
Figure B shows the model for different Ka combinations. The only parameters we put into the model
were the approximate values of the A, B, and C rotational constants.
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Figure 7.12: On the left (A) in grey is a part of the fluorescence spectrum of CaOPh. In teal
is an optical double resonance spectrum where the pump laser is parked on a particular transition
(not shown in this spectrum) and the probe laser (teal trace) is scanned. Dips in the signal indicate
the pump and probe transitions share a ground state. (B) The pump transition laser excites the
population and pumps it out of the ground state, resulting in the suppression of the probe signal
when the two transitions share a ground state.

ground state population. The pump laser excites the population which scatters photons

until it decays to a different ground state at which point it is dark to the laser. The

downstream probe laser sees a sharp decrease in signal when the upstream laser is

depleting the population in the ground state. We use this pump-probe setup with both

lasers tuned to the same frequency to optimize the pumping region laser for maximum

depletion. This guarantees sufficiently long interaction regions and high enough power

to scatter several photons pumping out the ground state population. We found depletion

was typically 60−90% complete, depending on the laser beam size. Maximum depletion

was observed when the pump beam was large (1 cm) and the probe beam located 30

cm downstream was small (1-3 mm).

Next, we tune the downstream probe laser to a transition we suspect is connected
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Figure 7.13: Characterization of the depletion of the photon cycling transition using a 1 cm diameter
beam with a peak intensity of 60 mW/cm2. The power saturation on the left showed we have
significant overhead. The plot on the right shows the clipping of the pump beam to measure how
much interaction length is needed for full depletion. These two measurements indicate significant
power saturation but barely enough interaction length over a 1 cm beam.

to the transition driven in the pumping region. If the two transitions share the same

ground state, then the probe laser will observe a drop in signal as a result of the shared

ground state becoming depleted. If the two transitions share the same excited state but

come from different ground states, then an increase in signal on the probe is expected

because the pump beam will excite the population to the shared excited state from

which it can decay to the other connected ground state on the probe transition. Figure

7.12 shows the results of the double resonance measurements.

This technique doesn’t tell us the quantum numbers of the transitions directly, how-

ever, it guarantees that the states involved in coupled transitions differ by two quanta

of angular momentum at most since they are coupled by two photons. Using this to

piece together the spectrum, we can hop from one rotational manifold to another in

a rational way that both informs and tests the quantum number assignments. Once
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Figure 7.14: Representative double resonance scans for a variety of lines. This was done to verify
the quantum number assignments to the spectral lines by confirming that selected transitions share
either a ground or excited state. Optical double resonance does not guarantee the quantum number
assignment is correct but it guarantees the angular momentum of the states involved in coupled
transitions cannot differ by more than two quanta since they are coupled by at most two photons.
We never observed disagreement between the predicted coupled lines and observed coupled lines,
instilling confidence in the fit.
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Figure 7.15: High-resolution rotationally resolved fluorescence spectrum of CaOPh. The top plot
shows the B̃ 2B1-X̃ 2A1 transition with the data in black and the Pgopher fit in blue underneath. In
the lower box is the data for the Ã 2B2-X̃ 2A1 transition with the experimental data in black and the
fit in red.

we had fit the spectrum, we tested many predicted double resonance features including

some high N states and never once observed the wrong behavior. Repeated agreement

instilled confidence in the quantum number assignments.

The observed line intensities are sensitive to temperature. The simulated spectrum

best resembles the data when the simulated rotational temperature is set to 1.8 K, which

indicates there is some adiabatic expansion cooling from 4.5 K to 1.8 K as the beam

exits the cell and expands into the vacuum.

206



7.6.2 Spin-Rotation Structure of CaOPh

Additional structure in the rotational spectrum was observed due to the spin-rotation

effect. Coupling between the spin of the electron and the rotation of the molecule

leads to a doubling of the rotational lines which scales linearly with N. We don’t

have an accurate prediction of the ground electronic state spin-rotational constant for

CaOPh because the state spin-rotation splitting was not observed. This implies the

spin-rotation splitting is smaller than the 10 MHz natural linewidth of the electronic

transition. However, the spin-rotation stricture in the excited states is much larger than

in the ground state and we readily observe this splitting. The lack of resolved ground

state spin-rotation splitting is new territory for a photon-cycling molecular system. In

every other case, laser-cooled molecules require spin-rotation sidebands to couple both

spin-rotation components. A small, unresolved, spin-rotation splitting could lead to a

long-lived dark state that precesses slowly back to a bright state, limiting the scattering

rate significantly.

7.7 Initial attempts to Photon Cycle

The goal of fitting the CaOPh rotational spectrum was to identify the rotationally

closed photon cycling transition (|X̃ 2A1,N = 1,Ka = 1,Kc = 0⟩ to |B̃ 2B1,N = 0,Ka = 0,Kc =

0⟩), which we found near 490.255 THz. To confirm the quantum number assignment

and to rule out any possible rotational leakage channels, we did careful pump/probe
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Figure 7.16: Hamiltonian fit constants from the Pgopher simulation, reproduced from reference8.
All fit values are in units of wavenumbers (cm−1).

double resonance spectroscopy on the suspected photon cycling transition, leading to

no detectable leakage to any other rotational levels, including the N=2 levels.

We also checked the depletion of the suspected photon cycling transition by tuning the

pump and probe lasers to the same frequency. We increased the power of the pump laser

and the beam size to provide more interaction length, observing the depletion change

from 50% to nearly 85%, indicating that most molecules had scattered a sufficient

number of photons to fall into what we hope is the V = 1 Ca-O stretch vibrational level

(|X̃ 2A1,V = 1,N = 1,Ka = 1,Kc = 0⟩), which we are not repumping yet. Optimizing the

depletion of the beam verifies that we are not limited by interaction length or power.

Satisfied that repeated photon scattering was occurring, we looked for an increase in

fluorescence detected by the photomultiplier tube in the pump region. Based on the

Frank-Condon factors, we expected to see up to 20 photons, yielding a nearly 20-fold

increase in fluorescence over all other rotational transitions we had observed. This was
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Figure 7.17: We attempted to cycle photons on the Ã 2B2-X̃ 2A1 transition by using a Pockels cell
and a remixing magnetic field to destabilize any potential dark states limiting the scattering rate.
We detected the molecular beam on a photo-multiplier tube, looking for an increase in fluorescence,
but observing 10’s-of-percent-level increases in fluorescence. For reference, other strong transitions
that are not expected to photon-cycle show similar levels of fluorescence. The calibration on the
x-axis in figure c is 8 amps → 15 Gauss.
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not seen. We suspected the existence of long-lived states, dark to the laser polarization,

which can slow down the effective scattering rate. A photon cannot be scattered while

the molecules are in a dark state and thus for long-lived dark states, the scattering

is limited by the rate at which the dark states mix with bright states to once again

allow photon scattering. We added a Pockels cell to rapidly switch the excitation light

polarization to destabilize any dark states that are not coupled to the polarization of

the laser light. After scanning the switching frequency over a broad range from 100

kHz to 2 MHz, we observed a small increase in fluorescence. A remixing magnetic field

at 45◦ was added, resulting in no increase in fluorescence. At this point it was unclear

what the limitation was, so we opted for a more revealing diagnostic.

7.8 Flourenscence Imaging

We implemented a different technique to measure the photon scattering rate directly by

imaging the decay of the molecular fluorescence on an EMCCD camera. The imaging

system is set to look perpendicular to the molecule beam while a spatially uniform laser

beam illuminates the molecules in the direction perpendicular to both the molecular

beam and the imaging axis. The uniform excitation beam was generated using two

cylindrical lenses in a telescope configuration to create a beam roughly 3 cm long with

a Gaussian profile in the transverse direction and a roughly uniform intensity profile in

the longitudinal direction, along which the molecular beam will propagate.
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Figure 7.18: Fluoresence streak imaging of a CaOH beam illuminated by a uniform laser beam
propagating downward in the image frame. The CaOH molecular beam moves from the left to
the right with a sharp scattering onset created by masking the excitation laser beam with a razor
blade. We expect 20 photons at approximately 1 MHz scattering rate with both spin-rotation side
bands on the main line light. We measured a scattering rate of 880 kHz by fitting the vertical
integral of the fluorescence in the ROI marked on the image (shown in the plots on the bottom row).
With the addition of the V=1 repump light, we expect over 100 photons. Our interaction region
is not long enough to resolve an exponential decay on this length scale but the fluorescence looks
qualitatively different from the V=0 light-only data. Using the same setup for CaOPh, we expect to
easily distinguish photon cycling.
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Figure 7.19: Calibrating the scattering rate requires knowing the forward velocity of the molecular
beam. We installed an acousto-optic modulator on the depletion beam to allow fast switching.
Illuminating the molecular beam for 500 µs in the upstream region will deplete a small portion of the
beam leaving a marker that we can use for a time of flight measurement between the depletion region
and the detection region. By scanning the delay time (the vertical green line in Figure A denotes the
time at which the YAG fires) for the short depletion pulse we can also measure the velocity dispersion
in the molecular beam. The average velocity is 220 m/s which we will use to calibrate the scattering
rates from the fluorescence streak images. The forward velocity of all the species we create will be
similar because at 7 sccm the molecular beam is nearly fully boosted. This means the velocity of the
helium is what sets the beam velocity, not the thermal velocity of the much heavier entrained gas.

When the molecules enter the laser beam, they begin to fluoresce, ideally emitting

light at some scattering rate until they fall into a dark state at an exponential rate set

by the branching ratio and the scattering rate. The camera sees this as a streak of

fluorescence with a sharp onset generated by masking the excitation laser beam with

a razor blade resulting in a slow exponential decay of the molecular beam brightness

across the imaging field of view. The length of the spatial streak on the camera is set by

the scattering rate, the branching ratio of the transition, and the speed of the molecular

beam.

We measured the mean velocity of the molecular beam under our nominal operating

conditions of 4 K and 7 sccm of buffer gas flow in the cell. We made the measurement by
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rapidly switching on an upstream depletion laser beam using an acousto-optic modulator

to carve out a narrow section of the beam which we used as a marker. We then measured

the time of flight between the depletion beam and the detection photo-multiplier tube in

the detection region, 10 cm downstream. This allows us to measure the beam’s forward

velocity, which peaked at approximately 220 m/s.

We did an initial calibration using CaOH, which is expected to scatter 20 photons

at 1 MHz, shown in figure 7.18. We observed a fluorescence streak consistent with a

scattering rate of 820 kHz, indicating our setup works as well as the original CaOH

experiment where this method was also used18

In the case of CaOPh, we want to calibrate using a transition that will scatter a known

number of photons to avoid confusion between the scattering rate and the number of

photons scattered. We used a well-isolated R-branch transition, located near 490.267

THz, which can act as a “pseudo-single-photon” source. Furthermore, this R-branch

transition, |Ã 2B2,N = 3,Ka = 1,Kc = 2⟩ to |X̃ 2A1,N = 2,Ka = 0,Kc = 2⟩ is isolated by

nearly 500 MHz on either side to avoid confusion from the next nearest transition,

reducing the off-resonant scatter background.

The length of the fluorescence streak on the R-branch transition indicated a scattering

rate of 13.7 kHz, which is 60 times slower than CaOH. There are other transitions within

1 GHz of the R-branch we are driving. These transitions will be slowly driven at the off-

resonant rate determined by the detuning and saturation parameter of the drive laser,

set to resonantly drive the R-branch. We lowered the laser power to check if the single
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Figure 7.20: On the left is a fluorescence streak image of CaOPh on the 490.255530 THz photon
cycling line. The vertical integration of the image region of interest plotted below is consistent with
no fluorescence decay over the 15 mm excitation beam. On the right, we compare to a “pseudo-
single-photon” source to calibrate the scattering rate separately from the number of photons cycled.
The “pseudo-single-photon” source is an R-branch transition at 490.267060 THz. The decay length
of 19 mm at a beam velocity of 220 m/s suggests a scattering rate of 13.7 kHz. While the photon
cycling transition clearly has a different character than the R-branch, we cannot conclude how many
photons were scattered, and the scattering rate measurement on the R-branch indicates there might
be a significant issue that we are unaware of.
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Figure 7.21: An additional comparison between different types of transitions in CaOPh. The photon
cycling and R-branch transitions are the same as in the last figure. Comparing to a P-branch is useful
because P-branches can cycle several photons before the population leaks to a different ground state.
The P-branch also looks different, indicating some photon cycling. We also toggled the magnetic
field (usually around 2 Gauss at the location of the molecules) to see if this impacted the scattering
rate. It did not.

photon fluorescence was obscured by a slowly-driven off-resonant scattering background.

This is not what we saw when we reduced the power, the fluorescence streak remained

the same at lower power, indicating all the light is coming from transitions driven on

resonance.

We then moved to the photon cycling transition to repeat the same measurement

shown in figure 7.20 and figure 7.21. The result looked qualitatively different from

the R-branch, indicating we were scattering more than 1 photon. The slope of the

fits suggests 5 photons were scattered on the cycling transition, however, the fit decay
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length isn’t well constrained because the fluorescence scattering exited the field of view

before undergoing measurable decay at a slow scattering rate.

We were once again concerned about off-resonant scattering given that the photon-

cycling transition is an even more congested region of the spectrum than the R-branch,

with several other rotational transitions in the 100-300 MHz range. None of these nearby

transitions are coupled to the photon-cycling transition and all of them have N > 3.

These states will pump out eventually and are not problematic for anything other than

determining the scattering rate. With more laser frequencies, one could pre-pump these

states to do a background-free scattering rate measurement but this wasn’t a practical

solution for us. Our way to distinguish off-resonant scatter is limited to measuring

power-broadening behavior as we lower the laser power, where the off-resonant scatter

will diminish, leaving a relatively sharp feature from the photon-cycling line driven on

resonance. We did not see a sharper feature emerge from the background, indicating

there is no issue with off-resonant scattering.

7.9 Repump Transition

At this point, we opted to find the V = 1 Ca-O stretching mode repump transition to

increase the number of photons scattered through vibrational repumping. We searched

for the transition by driving the B̃ 2B1-X̃ 2A1 photon cycling transition to pump popu-

lation into V=1, which we planned to repump through the same B̃ 2B1-X̃ 2A1 electronic
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Figure 7.22: Picture of the experimental apparatus for spectroscopy with the molecular beam and
laser beams denoted. The first photomultiplier tube is located in the pump region and the secondary
detection photomultiplier tube is downstream in the probe region. The setup is the same for double
resonance spectroscopy but without the repump beam.
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Figure 7.23: Configuration used for the pump-repump-detect measurements. All three beams are
spatially separated. The signal is detected on the photo-multiplier tube in Region (iii), while an
additional photo-multiplier tube in Region (i) monitors the buffer gas beam production. The three
cascading laser beams, in Regions (i), (ii), and (iii) include (Region (i)) a large beam (1 cm) depleting
the mainline transition in the upstream region, (Region (ii)) a slightly smaller (7 mm) repump beam
just downstream of the depletion beam, and finally, (Region (iii)) an even smaller (3 mm) detection
beam tuned to the mainline transition in the far downstream region.

transition. While most experiments would opt to utilize the Ã 2B2 to X̃ 2A1 transitions for

repumping to optimize the scattering rate, we elect to use the same electronic state for

photon cycling and repumping because, in asymmetric top molecules, these electronic

transitions have different rotational selection rules which means repumping using the

Ã 2B2-X̃ 2A1 transition would not repopulate the correct rotational level for laser cooling

on the B̃ 2B1-X̃ 2A1- transition9.

We scanned the frequency of the V = 1 repump laser positioned downstream looking

for an off-diagonal excitation where the population is excited by the repump wavelength

but decays at the main line diagonal wavelength. Narrowband interference filters make

this type of spectroscopic search almost completely background free, resulting in a very

high detection fidelity.
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Figure 7.24: Detection of the repump transition. The population is pumped in the upstream
region on the photon cycling transition to populate V=1. In the detection region, the molecules
are illuminated by the 624 nm repump light and we detect fluorescence around 611 nm on a photo-
multiplier tube with an interference filter. There is a CaOH background that is excited at 624 nm
and decays at nearly 611 nm which explains the extra lines we observe. It’s easy to determine which
lines are the CaOPh repump transitions by blocking the upstream pumping region and observing the
lines disappear in the downstream region.
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Unfortunately, CaOH, which is also produced in some quantity during the ablation,

happens to have a line that is excited by the CaOPh V = 1 repump wavelength and de-

cays within 1 nm of the CaOPh diagonal transition wavelength, which is still detectable

on the photo-multiplier tube. This creates a false background of line appearing every few

GHz during the scan. It is easy to distinguish the CaOPh lines because we are pumping

into the |X̃ 2A1,V = 1,N = 1,Ka = 1,Kc = 0⟩ state with the upstream pump laser and as

a result, the brightness of the CaOPh repump line will respond to shuttering the pump

light. We quickly identified two repump transitions corresponding to CaOPh at approx-

imately 480.914 THz and 480.918 THz, respectively. One is the correct repumping line

|X̃ 2A1,V = 1,N = 1,Ka = 1,Kc = 0⟩ → |B̃ 2B1,V = 0,N = 0,Ka = 0,Kc = 0⟩, and the other

line is |X̃ 2A1,V = 1,N = 1,Ka = 1,Kc = 0⟩→ |B̃ 2B1,V = 0,N = 2,Ka = 2,Kc = 0⟩. Of course,

the N=2 (|B̃ 2B1,V = 0,N = 2,Ka = 2,Kc = 0⟩) level will have some repumping effect but it

is incomplete because some of the molecules will decay into the N=3 manifold. The split-

ting between the |B̃ 2B1,V = 0,N = 0,Ka = 0,Kc = 0⟩ and |B̃ 2B1,V = 0,N = 2,Ka = 2,Kc = 0⟩

excited states should exactly match the splitting observed in the high-resolution spec-

troscopy taken earlier because the repump transition uses exactly the same excited

states, however, the. excited state splitting on the repump transition did not match

the rotation splitting measured on the diagonal transition by about 300 MHz. We per-

formed another set of optical double resonance measurements to confirm these are the

correct repump states despite the mismatched splittings we observed.

Another peculiarity was that no natural population existed in the |X̃ 2A1,V = 1,N =
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Figure 7.25: We characterized the V=1 repump transition by depleting the photon cycling transition
with an upstream beam, repumping downstream of the depletion beam, and then detecting on the
photon cycling transition further downstream. The signal is the repumped population on the photon
cycling transition. The repump transition is both power-broadened and power saturated.

1,Ka = 1,Kc = 0⟩ state in the absence of the mainline pump laser. This seems to indicate

that the helium buffer gas collisions can thermalize the Ca-O stretch vibrational degree

of freedom. We do not see this behavior in CaF or CaOH which have similar energy

scales associated with the Ca-X stretch mode.

7.10 Pump and Repump Measurement

With the repump frequency known, we did a pump-repump measurement to determine

how much population can be repumped. The first beam is a high-power and spatially

large (1 cm) depletion beam driving the diagonal laser cooling transition to maximum

depletion, around 75%. Downstream of that is the V = 1 repump beam which is slightly

smaller (7 mm) than the first pump beam. The final beam in the detection region is a

low-power (10 mW) and small (3 mm) laser beam detecting population on the photon
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Figure 7.26: After optimizing the repump power, beam size, and alignment for maximum repumping,
we made a measure of total repumping efficiency. The “no repump” bar represents the residue
population that was not depleted in Region (i) depicted in figure 8.2. The next two bars represent
the signal detected on the photo-multiplier tube in Region (iii) with the repump laser in Region (ii)
tuned to the noted frequency. The correct repump transition should recover most of the population
and become very bright in this region. Both lines showed some amount of repumping but neither
line brought back a significant population fraction, indicating a serious issue with the repumping
scheme or an unknown loss channel. On the right is a plot of the repump signal only (detecting
with the repump). Both transitions should be similar in brightness because only a single photon
can be scattered when the repump transition is driven at the repump wavelength but detected on
the mainline wavelength. The natural population in the V=1 state is consistent with zero for both
rotational lines.

cycling transition. With the repump beam blocked, we optimize the alignment of the

pump and detection beams by depleting the molecules as much as possible, indicating

sufficient photon scattering in the pump region and good spatial alignment for the

molecules to pass into the smaller detection beam.

Finally, we turn on the repump beam and attempt to bring the depleted population

back. After several iterations of optimization, we were only able to recover about 7%

of the population with the repump, shown in figure 7.26. Furthermore, we scanned the

power of the repump beam and determined we are saturating the transition.
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7.11 Assesing the Situation

Our photon scattering fluorescence streak images indicate that we scattered about 2

photons on the photon cycling transition at a scattering rate of 14 kHz which is very

slow. Adding remixing magnetic fields and polarization switching Pockels cells failed

to improve the scattering rate. We found the V=1 repump transition but observed

no additional photons scattered when we added the repump light in the fluorescence

streak imaging region. Furthermore, we could not recover a significant fraction of the

population by repumping the only vibrational transition we observed in DLIF to be a

major loss channel. This is concerning and potentially indicates additional loss channels

at the order unity level.

We probed nearby rotational levels (nearby in angular momentum) but did not detect

a rotational leakage channel. We confirmed in a very broad DLIF measurement that no

lines were to the blue of what we identified as the diagonal transition. That serves as a

check against misidentifying V = 1 as V = 0. It’s also concerning that the N = 0 to N = 2

excited state splitting measured for the V = 1 repump transition is 300 MHz larger than

measured on the diagonal transition. It should be identical. This potentially indicates

an incorrect quantum number assignment, however, our double resonance measurements

suggest these are the correct states.

As a final yet highly speculative check, we probed for Ca+ ion fluorescence which

would indicate the molecule is ionizing. The Ca-O potential well depth in the ground
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electronic state is less than two 611 nm B̃ 2B1-X̃ 2A1 photons which could lead to ionization,

although we do not expect this to happen. We looked for Ca+ ion fluorescence on a

UV-photomultiplier tube but did not observe any signal. It’s also possible the molecule

has a different dissociation channel that doesn’t emit a free calcium ion for us to detect.

There are more exotic possibilities such as an internal conversion process. One way an

internal conversion process could be imagined is that energy from the photo-excitation

gets distributed over many internal vibrational modes which can live for a long time and

decay in the deep infrared where we cannot detect emission in the DLIF spectroscopy.

This would go undetected in our Frank-Condon factor estimate because the branching

calculated from DLIF only carries information about the radiative decay processes. The

only hint the other decay processes could be at play would be a reduced fluorescence yield

which is hard to quantify unless it is several orders of magnitude suppressed because it

would require a detailed understanding of the chemical production yield.

We have circumstantial evidence that internal conversion processes do not happen for

CaOPh given that the fluorescence yield is high enough to observe CaOPh. In this case,

the internal conversion rate would have to be roughly matched to the radiative lifetime

of the excited state, which in turn requires fine-tuning parameters. This is unlikely.

Also, internal conversion rates seem to scale strongly with system size and fluorescence

from CaOC7H10 which are roughly twice the size of CaOPh, have been observed by our

group. A general internal conversion model would suggest if CaOPh is an edge case

then CaOC7H10 should not emit any fluorescence light.
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Another possibility is that the selection rules for an asymmetric top are less well-

defined than we thought. This is also unlikely because we did not observe rotational

leakage, let alone large enough leakage channels to compete with photon cycling on the

order unity level.

With no clear direction to continue CaOPh, we decided to switch to CaNH2, which is

also an asymmetric top with a similar symmetry to CaOPh. This will help us understand

if the limited photon scattering we saw was related to the low symmetry of asymmetric

tops or if it is instead a fundamental issue with either CaOPh in particular or larger

molecules in general.
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8
Laser Cooling of an Asymmetric Top

Molecule

8.1 A simpler Asymmetric Top

The study of CaOPh in the previous chapter made clear the need to understand how

to photon cycle and laser cool a more “manageable” asymmetric top molecule, meaning
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one where the possible branching channels are easier to understand. To that end, we will

focus our efforts on understanding, photon cycling, and laser cooling CaNH2 molecules,

smaller than CaOCH3, which has already been laser-cooled101, therefore it should not

be hampered by “large molecule” types of issues such as internal conversion processes.

CaNH2 has the same spatial symmetry as CaOPh, with the two hydrogens playing the

role of the planar carbon ring in CaOPh9. By moving to this simpler molecule, we hope

to isolate the mechanisms related to laser cooling large molecules from the peculiarities

of asymmetric top molecules.

8.2 Production

CaNH2 production involves flowing ammonia gas into the buffer gas cell and reacting it

with calcium atoms ablated from a solid metal target. Compared to phenol, ammonia

has a much colder liquefication point of around 240 K at a pressure of a few Torr, which

allows us to run the fill line at a cooler temperature (260 K, vs 340 K for phenol).

Lower temperature reduced the heat load by a factor of 3, improving the helium pot

run time to around 3 hours. We also removed the heater tape needed for phenol from

the atmosphere side of the fill line to add a flow controller in place of the throttle valve.

We used an MKS flow controller built for corrosive gases and set the flow rate to 0.4

sccm.

Similar to other calcium-containing radicals we’ve studied in the group, CaNH2 pro-
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duction can be enhanced by optically exciting the calcium atoms in the ablation plumb

to the meta-stable 3P1 state. This enhances the production of CaNH2 by a factor of 4.

The overall cell performance is much better with ammonia as the reactant gas com-

pared to phenol. We can run for several weeks without needing to warm up the beambox.

A warm-up without cleaning the cell accomplishes two things: it refreshes the sorbs by

releasing captured helium and it also clears out the ammonia that has frozen in the

cell. We do not observe degraded molecular beam signals even many weeks after the

last warm-up, in stark comparison to CaOPh. Full cell cleanings are rarely needed and

we have run for up to four months without a drop-off in the signal. To keep the calcium

target fresh and production reliable, we raster the ablation spot over a large fraction of

the calcium target.

We have longevity concerns with the charcoal sorbs. After moving away from CaF,

we flowed fluorinated phenol for several weeks and observed poor source performance

although we could not definitively tie it to the sorbs. When we switched to CaOPh

(non-fluorinated) we replaced all of the protected sorbs out of an abundance of caution.

We had additional concerns that ammonia would degrade the sorbs too, but after 6

months of run time with ammonia flow, we have not observed any adverse effects. The

ammonia does not appear to be degrading anything in the beambox although viton (the

fluoro-elastomer that most of the beambox O-ring gaskets are made from) has long-term

compatibility issues with ammonia. For this reason, we always pump on the beambox

when it is at room temperature to mitigate contact with the O-rings. At cryogenic

228



temperatures, there should be no ammonia contact with the O-rings due to the fast

cryo-pumping rate of the ammonia onto all of the cold surfaces.

8.3 Vibrational Structure

We took dispersed laser-induced fluorescence data on CaNH2 to estimate the Frank-

Condon factors and locate the largest vibrational leakage channels. The mainline alone

will provide about 20 photons and with one additional repump laser, we expect 70

photons. A second repump laser is predicted to increase the number of photons to

a few hundred. The largest vibrational decay is the first excited state of the Ca-N

stretch mode and the second largest contribution is decay to the second excitation of

the out-of-plane bending mode, shown in figure 8.1. The first excitation of this bending

mode appears to be highly suppressed. Both of these repump transitions are around 650

nm and easily addressable with rhodamine-based dye lasers. We performed additional,

extended, DLIF measurements to rule out contributions from the V = 2 excitation of

the Ca-N stretch mode. There were no visible decays anywhere near where this line was

predicted to occur.

8.4 CaNH2 Spectroscopy

Following the same trajectory as CaOPh, we moved from understanding the vibrational

decays to characterizing the rotational structure with high-resolution continuous wave
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Figure 8.1: Dispersed laser-induced fluorescence (DLIF) spectroscopy of the CaNH2 vibrational
modes. CaNH2 molecules are excited by a laser at 629 nm on the B̃ 2B1-X̃ 2A1 transition in the
vibrational ground state of each mode. The additional peaks seen in the spectrum correspond to
red-shifted fluorescence from decay to excited vibrational modes in the ground electronic state. The
inset is a zoomed-in version of the same DLIF spectrum, with the y-axis normalized to the height
of the diagonal decay from the larger plot. The 653 nm decay is the Ca-N stretching mode and the
656 nm decay is the second excitation of the in-plane bending mode. These are the only two decay
channels we are repumping.
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laser spectroscopy. CaNH2 has larger rotational constants (small moments of inertia)

than CaOPh making the rotationally resolved spectrum sparse by comparison. Using

the molecular constants from reference165, we fit the rotational transitions between the

Ã 2B2 and B̃ 2B1 states very accurately and found each line was within a few 10’s of MHz

of the predicted frequency. The photon cycling transition |X̃ 2B2,N = 1,Ka = 1,Kc = 0⟩

to |B̃ 2B1,N = 0,Ka = 0,Kc = 0⟩ was easily identified.

The one notable exception to the agreement between the model and data was the

C̃ 2A1 state which we could not match well using the numbers from this reference104.

We fit our own data to the model Hamiltonian in reference104 yet still could not match

the spectrum well. We confirmed the state identified as the C̃ 2A1 state photon cycling

transition (|X̃ 2B2,N = 1,Ka = 0,Kc = 1⟩ to |C̃ 2A1,N = 0,Ka = 0,Kc = 0⟩ )is depleted by

driving the B̃ 2B1 state photon cycling line in an upstream region of the beamline. This is

good evidence that this assignment (of the main line, at least) is correct. Understanding

the C̃ 2A1 state is not critical for our laser cooling agenda because the C̃ 2A1 state is much

less diagonal than the Ã 2B2 and B̃ 2B1 states so it was never in contention for direct

use in laser cooling for anything other than a repumper. We elect to use the B̃ 2B1

state, centered around 630 nm due to dye lasers available at this wavelength and at the

corresponding wavelengths of 652 nm and 656 nm for the two most important repumps.
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Figure 8.2: Configuration used for the pump-repump-detect measurements. All three beams are
spatially separated. The signal is detected on the photo-multiplier tube in Region (iii), while an
additional photo-multiplier tube in Region (i) monitors the buffer gas beam production. The three
cascading laser beams, in Regions (i), (ii), and (iii) include (Region (i)) a large beam (1 cm) depleting
the mainline transition in the upstream region, (Region (ii)) a slightly smaller (7 mm) repump beam
just downstream of the depletion beam, and finally, (Region (iii)) an even smaller (3 mm) detection
beam tuned to the mainline transition in the far downstream region. In the experiment, beam (i)
and beam (ii) share a 2.75” viewport which places them very close together. This is not ideal and is
likely the cause of the unfavorable vibrational repumping in figure 8.4

8.5 Vibrational Repump Transitions

Next, went to search out the correct rotational transitions involved in the V = 1 and V = 2

repump transitions at high resolution. The search for the vibrational repumpers was

aided by a new calibration scheme for the spectrometer used in the DLIF measurements.

We illuminated the spectrometer with laser light from a dye laser that was also referenced

to the wavemeter. We fit the center of the scattered laser light and correlated it with

the wavemeter reading. Repeating this process for several wavelengths, both above and

below the location of the repump transition, allowed us to come up with a very accurate

calibration for the spectrometer. We found both the V = 1 Ca-N stretch mode (Figure

8.3) and the V = 2 bending mode within a few GHz of the DLIF fit center using this

232



Figure 8.3: High resolution spectroscopy of the V = 1 repump transition. We pump the photon
cycling transition upstream, then repump it at 653 nm in the detection region, where a photomultiplier
tube with an interference filter detects off-diagonal decays back to the V = 0 ground state at 629
nm. B) Time traces of the molecular beam taken with and without the upstream pumping on the
photon cycling transition. A comparatively small amount of natural population exists in the V = 1
excited state in the absence of optical pumping.

calibration technique. Figure 8.4 characterizes the two repump transitions.

Similar to CaOPh, we saw almost no natural population in the excited vibrational

states. While we do not have a working theory explaining how the asymmetric top

nature of the molecule affects the buffer gas cooling collisions with helium, we have seen

two species of asymmetric tops without any natural population in the excited vibrational

levels but we did see a strong CaOH background while hunting CaOPh vibrational re-

pumpers, indicating the CaOH molecules produced have a significant natural population

in the excited vibrational states.
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Figure 8.4: A) Power saturation curves for the V = 1 and V = 2 repump transitions were measured
independently. The three beams (pump, repump, detection) are described in figure 8.2. Both
saturation curves are normalized to the “full” beam signal measured with the upstream pump beam
blocked. This value is the maximum amount that can be repumped since the vibrationally excited
states have no appreciable natural population. The unfavorable vibrational repumping is likely a
result of the beam placement. In the experiment, beam (i) and beam (ii) from figure 8.2 share a
2.75” viewport which places them very close together. Ideally, the three beams should be in three
separate chambers to remove systematic effects which can bias the repumping fraction lower, as we
see. B) Total molecule budget is broken down per category. The residue is the fraction of molecules
that are not depleted by the mainline pumping light, (repump light is off, of course). The next two
bars show the normalized repump fraction with the V = 2 and V = 1 repump beams, taken one at a
time, respectively. The final bar is the sum of the repumps, indicating that 30 % of the population
is “missing”. The reality is better than this measurement indicates, based on the number of photons
scattered in figure 8.10.
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8.5.1 Spin-Rotation Structure

Unlike CaOPh, CaNH2 has spectroscopically resolved spin rotation splittings in the

electronic ground state, several times bigger than the linewidth of the electronic transi-

tion. We measured the spin-rotation splitting between the J = 1/2 and J = 3/1 states

and then used an acousto-optic modulator to produce a mainline beam with sidebands

matching the 40 MHz spin-rotation splitting (Spin-rotation structure shown in Figure

8.5). We also observed spin-rotation structure on both of the vibrational repump transi-

tions, however, the ground electronic state spin-rotation splitting was 60 MHz for both

V = 1 (Ca-N stretch) and V = 2 (in-plane bending mode). Typically the spin-rotation

splitting is the same in the ground and excited vibrational levels within the electronic

ground state. This unusual behavior was also observed in YbOH and is attributed to

the presence of f-shell electrons, which of course do not exist in CaNH2. We added two

additional acousto-optic modulator sideband setups to cover the 60 MHz spin-rotation

side bands on the V = 1 transition for CaNH2.

8.6 Photon Cycling and Rotational Leakage

Using the photo-multiplier tube to detect the fluorescence of the molecular beam outside

the beambox, we attempted to photon cycle CaNH2 by comparing the fluorescence with

and without the spin-rotation sidebands on the mainline (no vibrational repumps). With

the limited interaction length in our spectroscopy-specific setup, we observed a factor
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Figure 8.5: High-resolution spectroscopy of the spin-rotation structure in the vibrational ground
state (figure A) and the V = 2 bending mode (figure B). The ground state spin-rotation splitting of
the photon cycling transition is about 40 MHz whereas the spin-rotation splitting in the vibrationally
excited states, both Ca-N and the in-plane bending mode, is closer to 60 MHz.

of 8 increase in fluorescence with the sidebands on, indicating some amount of photon

cycling. In the absence of the spin-rotation sidebands, the population gets pumped into

the J state (either J=1/2 or J=3/2) that isn’t illuminated, however, given the 40 MHz

splitting and 10 MHz linewidth, some off-resonant scattering will repump the “dark”

J-state leading to photon cycling with a slow scattering rate. This makes extracting the

number of photons scattered by comparing fluorescence captured on a photomultiplier

tube with and without sidebands difficult however we have definitive evidence of photon

cycling.

8.7 Rotational Leakage

A major concern for asymmetric top molecules is rotational leakage due to the different

selection rules associated with electronic transitions of different symmetries. In CaNH2,
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Figure 8.6: Due to the structure of asymmetric top molecules, there are possible rotational leakage
channels. To test this, we drive the photon cycling transition to depletion in the upstream region,
then observe the population decaying to the most likely leakage channel, |B̃ 2B1,N = 0,Ka = 0,Kc = 0⟩
to |X̃ 2A1,N = 2,Ka = 0,Kc = 1⟩ which is nominally forbidden. A) The detection scheme involves
monitoring the population in the |X ,N = 2,Ka = 0,Kc = 1⟩ ground state, detected on the |X̃ 2A1,N =
2,Ka = 0,Kc = 1⟩ to |B̃ 2B1,N = 1,Ka = 1,Kc = 1⟩ transition and comparing that population with and
without upstream pumping on the mainline. We did this with and without the V=1 repump in the
upstream pumping region but observed the same leakage both times. See the red and blue bars in
Figure B). Extracting the branching ratio without knowing exactly how many photons were scattered
is not possible, as the number of chances to branch to the N=2 ground state from the photon cycling
transition increases linearly with the number of photons scattered.
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the Ã 2B2 and B̃ 2B1 states are type-a and type-c transitions respectively. We expect a

small mixing fraction of 5% which is enough to open rotational leakage channels that we

should be able to observe after cycling several photons. The main concern is the excited

electronic state used for photon cycling |B̃ 2B1,J = 1/2,N = 0,Ka = 0,Kc = 0⟩ will decay

to |X̃ 2A1,J = 3/2,N = 2,Ka = 0,Kc = 0⟩. We can check for this ∆N = 2 decay by pumping

the photon cycling transition in the upstream region (see Figure 8.14 of the apparatus

and then observing a probe transition such as |X̃ 2A1,J = 3/2,N = 2,Ka = 0,Kc = 0⟩ to

|B̃ 2B1,J = 1/2,N = 1,Ka = 0,Kc = 1⟩ where the ground state of the probe transition

is the state to which we suspect decays out of the rotationally “closed” photon cycling

transition will accumulate. We carefully compare the fluorescence observed downstream

on the probe transition with and without the upstream pump laser beam in resonance

with the photon cycling transition. We switch the pump beam on and off every other

shot using a shutter. The rapid toggling helps to mitigate biases in the data from

ablation drifts. In addition, we raster the ablation automatically and average for several

thousand shots to reduce the statistical effects of source fluctuations since we are looking

for a small increase in signal on top of an already bright line. We saw a 6% percent

increase in fluorescence which appeared reliably when the pump laser addressing the

photon cycling transition was on. We also added the V = 1 repump light to the pumping

region which should lead to 50% accumulation in the |X̃ 2A1,J = 3/2,N = 2,Ka = 0,Kc = 0⟩

state since additional photon scattering provided by the vibrational repump increases

the chances of the ∆N = 2 decay we are measuring. The actual branching ratio is hard
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Figure 8.7: As a means to estimate the rotational branching ratio, we drove an R-branch transition
which should cycle on average about 1 photon. This transition is the opposite of the ∆N = 2 decay
from the photon cycling transition, which means the branching ratio from N=0 tp N=2 should
be similar. We started by pumping the |X ,N = 1,Ka = 0,Kc = 1⟩ to |B̃ 2B1,N = 2,Ka = 1,Kc = 1⟩
transition and looking for the forbidden decay from |B,N = 2,Ka = 1,Kc = 1⟩ to |X ,N = 0,Ka =
0,Kc = 0⟩. As shown in Figure B), we monitored the ∆N = 2 rotational leakage by comparing the
|X̃ 2A1,N = 0,Ka = 0,Kc = 0⟩ to |B̃ 2B1,N = 1,Ka = 1,Kc = 0⟩ transition with and without pumping
upstream on the transition indicated by the orange arrow in figure B). The leakage detected was
within the statistical error bars after 4000 shots. This is not unexpected given the pump transition
will cycle less than 2 photons whereas in figure 8.6 the photon cycling transition has 10 times more
opportunity for the ∆N = 2 decay to occur due to the prolonged photon cycling.

to estimate because we do not know exactly how many photons were cycled in the

pumping region. Assuming we cycled between 1 and 20 photons (without the repump),

the actual branching ratio is between 6% at worst, to 0.3% at best. We attempted to

calibrate the leak rate in Figure 8.7 by driving the same loss channel on an R-branch

transition which cycles approximately 1 photon.
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8.7.1 Opposite Parity Decays

We also probed opposite parity decays from |B̃ 2B1,J = 1/2,N = 0,Ka = 0,Kc⟩ to |X̃ 2A1,J =

1/2,N = 1,Ka = 0,Kc = 1⟩ by observing the |X̃ 2A1,J = 1/2,N = 1,Ka = 0,Kc = 1⟩ to

|B̃ 2B1,J = 3/2,N = 2,Ka = 0,Kc = 2⟩ transition at 475.846878 THz, illustrated in Fig-

ure 8.8. This probes the electric field in the region where the molecules are illuminated.

The small opposite parity splitting of approximately 40 MHz makes the molecules sus-

ceptible to mixing from electric fields which causes opposite parity decay. We observed

no leakage here. This is also verification that the leakage we measured previously for the

∆N = 2 channel is not a result of leaked light from the pumping region being detected

downstream or any other technical systematic effect which could bias the signal up in

the detection region while the pumping light is on.

8.7.2 Rotational Repumping

The N = 2 rotational repumping needs to be done by driving the decay path exactly

backward. Unfortunately, it cannot be repumped through the Ã 2B2-X̃ 2A1 transition

because the ∆Kc and ∆Ka selection rules are different. This also means the rotational re-

pumper cannot be driven through any other rotational states in the B̃ 2B1-X̃ 2A1 manifold.

The only option is to drive the forbidden transition |X̃ 2A1,J = 3/2,N = 2,Ka = 0,Kc = 0⟩

to |B̃ 2B1,J = 1/2,N = 0,Ka = 0,Kc = 0⟩ at 475.792510 THz, which we predicted using

the Pgopher model. We never saw an effect on the photon scattering by adding this
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Figure 8.8: The final rotational leakage channel we checked using this method was for opposite parity
decays, indicating the presence of an electric field in the photon cycling region where the upstream
pump laser beam is located. We started by pumping the photon cycling transition and looking
for the parity-forbidden decay from |B̃ 2B1,N = 0,Ka = 0,Kc = 0⟩ to |X̃ 2A1,N = 1,Ka = 1,Kc = 1⟩.
As shown in Figure B), we monitored the parity-forbidden rotational leakage by comparing the
|X̃ 2A1,N = 1,Ka = 1,Kc = 1⟩ to |B̃ 2B1,N = 0,Ka = 0,Kc = 1⟩ transition with and without pumping
upstream on the transition indicated by the orange arrow in Figure B). The leakage detected was
within the statistical error bars after 4000 shots, indicating the electric field in the optical pumping
region is sufficiently small to not mix opposite parity levels across the roughly 40 MHz asymmetry
splitting gap.
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repump, despite doing a careful frequency scan around the predicted frequency.

8.8 Fluorescence Streak Imaging

In a similar spirit to the CaOPh experiment, we used fluorescence streak imaging to

measure the scattering rate and calibrate the number of photons cycled on the photon

cycling transition in CaNH2. First, we looked at two R-branches at 457.564261 THz

and another one at 457.590300 THz which we used as a “pseudo-single photon” source

to calibrate the scattering rate separately from the number of photons cycled on the

rotationally closed photon cycling transition. Figure 8.9 shows the “pseudo-single pho-

ton” calibration data and Figure 8.11 shows additional comparisons. The fluorescence

from both R-branch transitions decayed with two characteristic timescales, a faster one

corresponding to a 250 kHz scattering rate and a slower decay in the tail. The excitation

time, on the rising edge of the fluorescence streak, is exactly the same as the fast decay

time indicating that the transition is saturated and that the faster decay timescale is

the correct one for the case of resonant scattering. The slower exponential decay is

attributed to the geometry of the molecular beam and the nearly-uniform excitation

laser beam. Since the excitation laser beam is elongated via a cylindrical lens telescope,

the orientation of the long direction of the laser beam relative to the molecular beam

propagation direction is important. When the beams are slightly off-parallel, the slow

fluorescence decay in the “pseudo-single photon” case changes shape dramatically, indi-
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Figure 8.9: Similar to the CaOPh scattering rate measurements made by imaging the uniformly
illuminated molecular beam on an EMCCD camera, we measured the scattering rate on CaNH2. The
blue trace is an R-branch at 457.564261 THz which we used as a “pseudo-single photon” source to
calibrate the scattering rate separately from the number of photons cycled on the rotationally closed
cycling transition. The decay of fluorescence is fit by a double exponential curve where the first
decay is the resonantly driven R-branch transitions and the secondary, much slower time scale is the
decay of off-resonantly driven nearby transitions. The faster decay corresponds to a scattering rate
of about 250 kHz. The curve in red is the photon cycling transition with the V=1 repump, giving
a decay length 27 times longer than the R-branch. The scattering abruptly stops at the edge of the
laser beam, cleanly masked by a razor blade just shy of the camera’s full field of view. The structure
on top of the red curve is real and indicates non-uniformities in the imaging beam. Both transitions
have the same scattering rate, therefore we conclude that we scattered 27 photons on the photon
cycling transition with the V=1 repump. The signal-to-noise of these two curves looks significantly
different because the cycling transition is about 20 times brighter than the R-branch.
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cating this is a geometric effect related to molecules entering the excitation laser beam

downstream of the razor blade.

When we compared the “pseudo-single photon” transition to the photon cycling tran-

sition, the decay length measured on the camera for the cycling transition is 20 times

longer. The two transitions have the same scattering rate, thus the prolonged spatial

decay indicates that the photon cycling transition is scattering 20 times more photons.

We added a Pockels cell to potentially improve the scattering rate by destabilizing dark

states with polarization switching. The Pockels cell had a repeatable roughly 5% effect

on the scattering rate, but we could not find an optimal switching frequency. The scat-

tering rate looked identical for square wave switching frequencies between 200 kHz and

2 MHz.

Next, we added the V = 1 repumper which increased the average number of photons

scattered to 27. We use an acousto-optical modulator to generate 60 MHz side bands,

resonant with the V = 1 spin-rotation splittings. We then added the V = 2 (in-plane

bending mode) repump and observed no further increase in the number of photons

scattered. The V = 2 repump light did not have spin rotation sidebands for that test,

although there should still be some amount of repumping. We tested the V = 2 repump

in isolation by borrowing the sideband setup from V = 1 to measure photon scattering

with the mainline light and V = 2 without V = 1, as shown in figure 8.12. There was

a reliable effect of the V = 2 repumper but we still had an unknown loss channel. The

fluorescence streak results with the repumpers included are consistent with the pump
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Figure 8.10: Flourescence streak comparison of the photon cycling transition with and without the
V = 1 vibrational repump. The ratio of the decay lengths reflects the number of photons scattered
(at the same scattering rate) in both cases. The V = 1 repump adds about 40% more photons.
Compared to the “single” photon reference in figure 8.9, the mainline scatters about 20 photons,
matching the Frank-Condon factor prediction very well, and with the addition of the V = 1 repump,
the number of photons goes up to 27.
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and repump data in figure 8.4. This is a strong indication of an additional loss channel.

The two lowest-level loss channels we know are V = 2 and N = 2. When we photon

cycle with both the mainline and V = 1 repump light, only an insignificant amount of

population accumulates in either V = 2 or the N = 2 rotational leakage channel.

Our previous measurements indicate there is a ∆N = 2 rotational leakage channel

out of the photon cycling transition, but we do not have an accurate estimate for the

branching ratio. In light of the apparent loss issues, we added the N = 2 rotational

repump light which directly drives the “forbidden” decay channel back to the photon

cycling transition. While we do not expect to see an effect given our measurements

of the branching ratios to the N = 2 loss channel, we tried to photon cycle with the

N = 2 repump present to rule out the possibility of an error in the branching ratio

measurement.

From the PGopher model, we calculated the rotational repump frequency to be

475.792510 THz, which corresponds to driving |X̃ 2A1,N = 2,Ka = 1,Kc = 1⟩ to |B̃ 2B1,N =

0,Ka = 0,Kc = 0⟩. We then tried photon cycling with the mainline laser, V = 1 repump

laser, and the N = 2 rotational repump laser. We scanned the N = 2 repump frequency

over 100 MHz in 10 MHz steps but saw no additional scattering. The PGopher model

predicts the B̃ 2B1-X̃ 2A1 transitions in CaNH2 to 20 MHz or better, making it unlikely

that we missed the N = 2 rotational repump transition. It’s worth noting that due to

limited dye laser resources, we were never able to run the experiment with the mainline

light, V = 1, V = 2 and the N = 2 repump lasers all at the same time. This is potentially
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Figure 8.11: Flourescnce streaks for several transitions are plotted here. In all cases, the excitation
rate is the same, indicating saturation. The excitation rate is also the same as the decay rate of the
“pseudo-single photon” sources, in blue and red. The green and purple are both driving the photon
cycling transition. The purple is driven at full power of 60 mW with both spin-rotation side bands
on. The green is driven at about 15 mW with one spin-rotation sideband off. There is an initial
fast decay peak with a slope matching the “pseudo-single photon” sources followed by a long slow
off-resonant decay corresponding to the spin-rotation sideband 40 MHz away. This is instructive to
the CaOPh measurements where we could not isolate the photon cycling transition well due to other
nearby transitions.
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important because the V = 2 and N = 2 could enter at roughly the same level, however,

that means both loss channels should collectively contain nearly 100% of the population

and our measurements indicate less than 30% of the population accumulates in these

two states. There is very likely another loss channel that we have not found.

8.9 Deflection

Our goal is to demonstrate 1D Sisyphus cooling/heating of CaNH2. A previous exper-

iment in the Doyle group using CaOCH3 was able to observe an unambiguous laser

cooling feature with only 30 photons on hand. They saw very clear laser cooling with

120 photons, accomplished by adding another repump laser. In light of this, we decided

to press forward with our 30 photon budget for the known repumper transitions on

CaNH2.

We modified the apparatus to accommodate a new laser cooling region. The original

top plate on the chamber was replaced by a 6” CF viewport, giving maximum optical

access for multi-passing the laser cooling beams over a large interaction length. The

next improvement was to add a molecular beam collimating aperture at the entrance

to the MOT chamber. The aperture is 3 mm tall by 9 mm wide. The vertical direction

is the direction in which we will cool the molecules. The 3 mm aperture spatially filters

the molecular beam resulting in a transverse temperature of 1 mK. In the horizontal

direction, the 9 mm aperture length was chosen as a compromise between laser beam
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Figure 8.12: We attempted photon cycling using the photon cycling transition with both spin-
rotation sidebands, the V = 1 repump with both spin-rotation side bands and the V = 2 repump
without spin-rotation side bands. We did not observe any additional photon scattering in this con-
figuration. We then swapped the spin-rotation sidebands onto the V = 2 repump and tried photon
cycling with the photon cycling and V = 2 repump lasers only. That reliably resulted in more pho-
tons being scattered. The two blue traces represent repeated measurements with both the photon
cycling laser and the V = 2 laser, whereas the red and yellow traces are repeated measurements of
the fluorescence with the photon cycling laser only. The measurements are reproducible and show
some prolonged photon scattering when the V = 2 repump is added.
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Figure 8.13: Using a single-pass laser beam in the upstream region, we deflected the molecular beam
and measured the displacement. Compared to the reference molecular beam with no deflection light,
we were able to observe a deflection consistent with 20 photon recoils worth of transverse momentum
with the mainline laser only. Adding the repump, the deflection displacement improved and we
calculated that 30 photons were scattered.

size and passing as many molecules as possible. A wider slit would require larger laser

beams to illuminate the entirety of the molecular beam.

60 cm downstream of the aperture and laser cooling region is a new detection region.

This consists of a blackened 6-way cross with an imaging beam propagating vertically

and an EMCCD camera with a 2x de-magnifying telescope positioned in the horizontal

direction, to observe the cooling or heating of the beam in the vertical direction.

Initially, we illuminated the molecular beam with a single-pass vertical laser beam
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on the photon cycling transition. As the molecules scatter light, they accumulate an

average transverse momentum which results in a downward deflection of the molecular

beam as it propagates the 60 cm beamline into the imaging region where the downward

deflection is measured on the camera. We used this as a secondary confirmation tool to

measure the number of photons scattered. The downward deflection of the beam when

illuminated by the photon cycling laser beam alone was consistent with 19 photons

scattered using a molecular beam velocity of 225 m/s. Figure 8.13 shows the deflection

data. Adding the V = 1 repump improved the deflection, consistent with scattering

30 photons. This set of measurements is fully consistent with the fluorescence streak

imaging technique.

8.10 Sisyphus Heating and Cooling

To demonstrate 1D laser cooling on CaNH2 with 30 photons in the budget, we will use an

efficient cooling process to remove a large amount of kinetic energy per photon scattered.

This process also needs to have a sufficiently large capture velocity to effectively cool

a sample with an initial temperature of 1 mK. Magnetically assisted Sisyphus cooling

accomplishes both. The Sisyphus process involves the molecular beam traversing a

near-resonant standing wave of linearly polarized light propagating perpendicular to the

molecular beam, to generate cooling in the transverse direction along the laser cooling

beam propagation axis. The molecules moving along the propagation axis of the laser
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cooling beam climb an AC-Stark shift-generated potential hill formed by the interference

between the forward and retro-reflected laser cooling beams. For blue detuned light,

the molecules move up the hill, then through a combination of optical pumping and

magnetic field remixing, return to the minimum of the potential hill while dissipating

the difference in potential energy from the top to the bottom of the hill as a frequency

shift in the emitted photon. The magnetic remixing is important to the process, as it

ensures rapid remixing due to the Zeeman precession, and works best when the remixing

magnetic field is oriented at 45◦ relative to the laser light polarization. Figure 8.14 shows

the experimental apparatus.

There is another effect at work here and that is Doppler cooling/heating. Doppler

cooling happens when the counter-propagating laser beams are red-detuned relative to

the molecular transition. As the molecule moves along the laser beam, the Doppler

shift moves the counter-propagating beam closer to resonance resulting in a proclivity

to absorb photons coming from the direction against the motion of the molecule which

on average cools the molecule. Blue detuning has the opposite effect.

The Doppler cooling/heat and Sisyphus heating/cooling have opposite dependences

on the detuning, thus these two processes compete. The Sisyphus process has a smaller

capture velocity but the amount of energy removed per photon is related to the AC-

Stark shift and can be much larger than an equivalent heating event from the Doppler

processes happening simultaneously. In the case of Sisyphus heating, this competition

generates a molecular beam with two spatial lobes at approximately ±Vcapture, where the
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Figure 8.14: Schematic overview of the laser cooling setup. The laser cooling beams are retro-
reflected in the first region (old CaF MOT chamber), after the collimating aperture. The V = 1
repump light is combined with the mainline in this region. 70 cm downstream, a vertical beam acts
as the detection beam and an EMCCD camera in the horizontal plane images the compression or
heating of the molecular beam along the direction of the cooling laser beam propagation axis.
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Sisyphus mechanism is heating the beam to ±Vcapture and the doppler process is cooling

beam, but less effectively than Sisyphus heating in the temperature range corresponding

to mean thermal velocities above Vcapture.

We optimized the laser cooling beams by maximizing the depletion of the molecular

beam on the photon cycling transition in the cooling region. This ensures good overlap

between the cooling beam, imaging beam, and molecular beam. Next, we generated

a 2 Gauss magnetic field and set the crossed polarizations of the two spin-rotation

components of the cooling beam at 45◦ relative to the magnetic field. Based on the

laser power available and the minimum 9 mm cooling laser beam size, we illuminated

the molecules with roughly 20 mW/cm2 of mainline light. This was enough to see a

definitive Sisyphus heating feature and a measurable cooling of the molecular beam

with a photon budget of only 20 photons. See figure 8.16. The Sisyphus heating feature

appeared with a laser intensity of roughly 20 mW/cm2 and at a detuning of -15 MHz.

We also observed a small amount of Sisyphus cooling, shown in Figure 8.16. We were

unable to make the cooling feature any more pronounced, leading us to wonder if the

small spin-rotation splitting in CaNH2 is an issue. At a detuning of -15 MHz, the

light is nearly in between the spin-rotation components which could result in competing

Sisyphus heating and cooling effects. CaOCH3 has a small spin-rotation splitting and

in that case, a single laser frequency was used and detuned to the blue/red of both spin-

rotation lines, however in CaNH2 the spin-rotation splitting is too large to off-resonantly

drive in the same way.
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We attempted to remedy the problem by increasing the spin-rotation sideband spacing

from 40 MHz to 50 MHz and then set the detuning to +5 MHz. The idea is that the

sideband at +15 MHz relative to one spin-rotation component will drive Sisyphus cooling

while the other sideband +5 MHz detuned from its associated spin-rotation branch acts

as a repump beam, but it is too far detuned from the other spin-rotation component to

drive a competing Sisyphus process. We saw no sign of Sisyphus heating or cooling from

this configuration, so the spin-rotation side band frequency was returned to 40 MHz.

8.10.1 Sum Frequency Laser Source

The available laser power for the mainline beam, generated by a dye laser, was marginal

at best. Using the dye lasers, we had roughly 100 mW of light available at the molecules,

whereas CaOH, CaOCH3, and YbOH all used 1-Watt-scale solid-state laser sources

for cooling. We made significant improvements to the apparatus by building a sum-

frequency solid-state laser system to replace the dye laser still in use for the mainline

light. Using a 10 Watt 1549 nm beam and a 10 Watt 1062 nm beam combined on a

periodically poled crystal, we generated 5 Watts of mainline light. The light is fiber

coupled to an acousto-optical modulator used to generate the 40 MHz spin-rotation

sidebands for the mainline.

The new source delivered 1 Watt of mainline light to the experiment. The molecular

beam depletion improved from roughly 90% to 100−%, where we could not see any

detectable molecular signal in the detection chamber after averaging the signal for 1000
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Figure 8.15: Doppler cooling is observed when the cooling beams are retro-reflected without forming
a standing wave. The y-axis is the width of the molecular beam after 70 cm of propagation, which is a
direct measurement of the transverse temperature. Compression of the cloud indicates cooling while
expansion corresponds to heating. Cooling is observed when the detuning is red of the transition
(283 MHz on this plot) and heating is observed on the blue detuned side. This is the opposite of
Sisyphus cooling/heating. Both spin-rotation sideband components are present.
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Figure 8.16: Sisyphus heating and cooling features. In Figure A, we observed a clear Sisyphus
heating feature with the signature double peaks indicating population build-up near the capture
velocity for Sisyphus heating/cooling. In Figure B, we compared the width of the imaged molecular
beam at ±15 MHz detuning. No clear Sisyphus heating feature was observed, however, the Sisyphus
heating configuration resulted in a molecular beam with a width of 16.8±0.2 pixels while the blue
detuned cooling configuration fit to a width of 15.6±0.2 pixels, indicating a small amount of Sisyphus
cooling.

shots on the EMCCD camera. We added the V = 1 repump light to the detection region

which vastly improved the signal.

With the new sum-frequency laser source, we tried to observe Sisyphus cooling and

heating. We saw a signature of Doppler cooling (Figure 8.15) when the retro-beam was

slightly misaligned, interrupting the Sisyphus mechanism. Next, we added both V = 1

and V = 2 repumps to the laser cooling beam path in hopes that cycling a few additional

photons would make the laser cooling signal more observable.
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8.11 Summary

We understood the structure of a simple asymmetric top molecule, CaNH2, chosen as a

symmetry-related stand-in for CaOPh. The goal was to establish that photon cycling

and laser cooling on a near prolate asymmetric top molecule is possible. We cycled 30

photons, found two vibrational repump transitions, and discovered a rotational leakage

channel that will need to be repumped as well, although we did not observe additional

photon scattering when the N = 2 rotational repump was added. Despite our efforts, we

have evidence of another loss channel entering at the 3% level that we were unable to

find. It’s not clear what this loss channel is. Our DLIF measurements do not show any

other substantial losses to any vibrational modes we observed. The measured rotational

leakage rate is likely too small to explain the losses. Regardless, we demonstrated 1D

Sisyphus laser cooling of an asymmetric top molecule.
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9
Conclusion

In this thesis, we explored the properties of CaF molecules in optical tweezers and optical

dipole traps and laid the foundation for laser cooling of organic-inspired asymmetric top

molecules.

Starting with a diatomic molecule, calcium monofluoride, we developed an optical

tweezer platform for use in quantum computing and demonstrated rotational coherence
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times significantly longer than measured dipole-enabled gate times. Our 100 ms Ramsey

coherence time and 500 ms spin-echo coherence time exceed the previous record-long

rotational coherence time of molecules in an optical trap by an order of magnitude.

This was also the first measurement of the rotational coherence time of a trapped polar

molecule in an optical tweezer. We identified residual tensor stark shifts as the limiting

factor, which can be reduced by further cooling. Raman side-band cooling would be

the ideal method for further cooling the molecules in an optical tweezer trap. Raman

side-band cooling is currently under investigation in the second-generation CaF exper-

iment. The combination of the long rotational coherence time reported here with the

strong dipolar interactions recently observed in the CaF second-generation experiment

indicates significant progress of the platform for future uses in quantum computing.

Using the Tweezer platform, we studied ultracold collisions of exactly two molecules

and exerted full quantum control over the internal structure of the molecules. The

collisions resulted in a rapid loss from the tweezers, leading us to develop a microwave

shield to prevent these lossy collisions, suppressing the loss rate by a factor of 6. The

shielding was limited by a simple anisotropic interaction between the molecules and the

optical tweezer light which can be mitigated in a bulk gas sample by using a larger trap

with significantly lower peak intensity. The shielding scheme enhanced the rate of elastic

collisions enabling the demonstration of forced evaporative cooling. Our evaporative

cooling scheme was heavily limited by the low number and density of molecules, which

slowed down the rate of elastic collisions to the point at which the finite dressed state
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lifetime was a severe problem. High-density samples and lower phase noise microwave

sources are predicted to improve the situation.

We explored the possible use of larger molecules for quantum science, by studying the

rotational structure of an asymmetric top and aromatic molecule, calcium monophenox-

ide, to identify a path toward laser cooling and trapping. We cycled several photons,

but theory predicted many more. After eliminating several decay paths, the key loss

remained unknown. Applying the same methods to CaNH2, a smaller asymmetric top

molecule with similar spatial symmetry, we performed laser cooling. Using CaNH2, we

demonstrated photon cycling, and then observed Doppler as well as Sisyphus cooling

and heating features for the first time using an asymmetric top molecule. This work

lays the foundation for future laser-cooling of organic-inspired molecules in an optical

tweezer array for applications ranging from quantum computing to quantum chemistry,

and precision measurement.

The path forward for the CaOPh experiment will require finding and hopefully re-

pumping the unknown loss channel. Depending on the nature of the loss, a repumping

pathway is not guaranteed. It is our hope that the leakage channel can be closed

well enough to cycle several 10,000’s of photons, enough to do laser slowing, load a

MOT, transfer to an optical tweezer, and then do high-fidelity detection of the tweezer-

trapped sample. A large organic-inspired molecule that can be fully controlled in an

optical tweezer is an exciting prospect that we hope is attainable. The outlook for CaF

as a good qubit is bright and we hope a digital quantum computer based on trapped
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ultracold laser-cooled molecules in optical tweezers will be available in the foreseeable

future.
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