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Introduction Simulated Effects
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» Challenges for explaining these effects in connectionist models:
Repetition priming (LIME — LIME)
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Null effect of contextual constraint for unexpected inputs.
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Discussion

12,929 units emene ? [tdB“”PAE”]*D  Predictive coding shows that when suitable contextual

e iInformation Is available, encoding units quickly accumulate enough
Lexical T activity to cross a decision threshold (leading to faster RTs) against
1,579 units ime 92 sexieal © “"'B““P.E“]*:D a background of reduced total activity (leading to attenuation of
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N400).

*Unlike other models:
— Prediction error plays an integral role in inference [4]
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 Future directions:

. . — Model predicts that certain manipulations may dissociate the N400
MethOdS ] S|m U Ia'“OnS amplitude from response times (e.g. form priming)
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