Stat 110 Strategic Practice 9, Fall 2011

Prof. Joe Blitzstein (Department of Statistics, Harvard University)
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. The F-test is a very widely-used statistical test based on the F(m,

Beta and Gamma Distributions

. Let B ~ Beta(a,b). Find the distribution of 1 — B in two ways: (a) using a

change of variables and (b) using a story proof. Also explain why the result
makes sense in terms of Beta being the conjugate prior for the Binomial.

. Let X ~ Gamma(a,\) and Y ~ Gamma(b,\) be independent, with a and

b integers. Show that X + Y ~ Gamma(a + b, \) in three ways: (a) with a
convolution integral; (b) with MGFs; (c¢) with a story proof.

. Fred waits X ~ Gamma(a, \) minutes for the bus to work, and then waits

Y ~ Gamma(b, \) for the bus going home, with X and Y independent. Is the
ratio X /Y independent of the total wait time X + Y7

n) dis-
tribution, which is the distribution of );/TT: with X ~ Gamma(%,%),Y ~
Gamma(%, 1). Find the distribution of mV/(n +mV) for V ~ F(m,n).

Order Statistics

. Let Uy, ..., U, beiid. Unif(0,1). Find the PDF of the jth order statistic Uy

(including the normalizing constant), and its mean and variance.

. Let X and Y be independent Expo(\) r.v.s and M = max(X,Y'). Show that M

has the same distribution as X +1Y’, in two ways: (a) using calculus and (b) by
remembering the memoryless property and other properties of the Exponential.

. Let X1, X5,..., X, beiid. r.v.s with CDF F and PDF f. Find the joint PDF

of the order statistics X(; and X;) for 1 <1 < j < n, by drawing and thinking
about a picture.

Conditional Expectation

. You get to choose between two envelopes, each of which contains a check for

some positive amount of money. Unlike in the two envelope paradox from class,
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it is not given that one envelope contains twice as much money as the other
envelope. Instead, assume that the two values were generated independently
from some distribution on positive real numbers, with no information given
about what that distribution is.

After picking an envelope, you can open it and see how much money is inside
(call this value x), and then you have the option of switching. Asno information
has been given about the distribution, it may seem impossible to have better
than a 50% chance of picking the better envelope. Intuitively, we may want
to switch if x is “small” and not switch if x is “large,” but how do we define
“small” and “large” in the grand scheme of all possible distributions? [The last
sentence was a rhetorical question.]

Consider the following strategy for deciding whether to switch. Generate a
“threshold” T' ~ Expo(1), and switch envelopes if and only if the observed
value z is less than the value of T'. Show that this strategy succeeds in picking
the envelope with more money with probability strictly greater than 1/2.

Hint: Let ¢ be the value of T' (generated by a random draw from the Expo(1)
distribution). First explain why the strategy works very well if ¢ happens to be
in between the two envelope values, and does no harm in any case (i.e., there is
no case in which the strategy succeeds with probability strictly less than 1/2).

. Give a short, direct proof that a Geom(p) r.v. has mean ¢/p, for ¢ =1 — p.

. The “Mass Cash” lottery randomly chooses 5 of the numbers from 1,2,...,35
each day (without repetitions within the choice of 5 numbers). Suppose that
we want to know how long it will take until all numbers have been chosen.
Let a; be the average number of additional days needed if we are missing j
numbers (so ag = 0 and ag; is the average number of days needed to collect all
35 numbers). Find a recursive formula for the a;’s.

. You are given an amazing opportunity to bid on a mystery box containing a
mystery prize! The value of the prize is completely unknown, except that it is
worth at least nothing, and at most a million dollars. So the true value V' of
the prize is considered to be Uniform on [0,1] (measured in millions of dollars).

You can choose to bid any amount b (in millions of dollars). You have the
chance to get the prize for considerably less than it is worth, but you could
also lose money if you bid too much. Specifically, if b < %V, then the bid is
rejected and nothing is gained or lost. If b > %V, then the bid is accepted and



your net payoff is V — b (since you pay b to get a prize worth V). What is your
optimal bid b (to maximize the expected payoff)?



Stat 110 Strategic Practice 9 Solutions, Fall 2011

Prof. Joe Blitzstein (Department of Statistics, Harvard University)

1 Beta and Gamma Distributions

1. Let B ~ Beta(a,b). Find the distribution of 1 — B in two ways: (a) using a
change of variables and (b) using a story proof. Also explain why the result
makes sense in terms of Beta being the conjugate prior for the Binomial.

(a) Let W = 1 — B. The function g(t) = 1 — ¢ is strictly decreasing with
absolute derivative | — 1| = 1, so the PDF of W is

(1 - w)a—lwb—l’

for 0 < w < 1, which shows that W ~ Beta(b, a).

(b) Using the bank-post office story, we can represent B = XLJFY with X ~
Gamma(a,1) and Y ~ Gamma(b,1) independent. Then 1 — B = X

x+y "~
Beta(b, a) by the same story.

This result makes sense intuitively since if we use Beta(a,b) as the prior dis-
tribution for the probability p of success in a Binomial problem, interpreting
a as the number of prior successes and b as the number of prior failures, then
1 — p is the probability of failure and, interchanging the roles of “success” and
“failure,” it makes sense to have 1 — p ~ Beta(b, a).

2. Let X ~ Gamma(a,A) and Y ~ Gamma(b, \) be independent, with a and b
integers. Show that X +Y ~ Gamma(a + b, A) in three ways:

(a) with a convolution integral;

The convolution integral is

0 t1 o1 NV I |
fxiv(t) = /OO fx(ff)fy(t—x)d$=/0 mm(m)a(}\(t—@)be A );md%
where we integrate from 0 to ¢ since we need x > 0 and ¢ — z > 0. This is

—At ! M T(a)T(b) 1 1
zetb_© / a=1(p_ o o1, — \a+b__© patb—1 _ et L
Mot J, & 0 T(a)T(b) T(a + b) Tarp e g
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using a Beta integral (after letting u = x/t so that we can integrate from 0 to
1 rather than 0 to ¢). Thus, X +Y ~ Gamma(a + b, \).

(b) with MGFs;

The MGF of X +Y is Mx (t) My (1) = 525 i = pogem = My (1), which

again shows that X +Y ~ Gamma(a + b, A).

(c) with a story proof.

Interpret X as the time of the ath arrival in a Poisson process with rate A, and
Y as the time needed for b more arrivals to occur (which is independent of X
since the times between arrivals are independent Expo(A) r.v.s). Then X +Y
is the time of the (a + b)th arrival, so X +Y ~ Gamma(a + b, \).

. Fred waits X ~ Gamma(a, \) minutes for the bus to work, and then waits
Y ~ Gamma(b, \) for the bus going home, with X and Y independent. Is the
ratio X /Y independent of the total wait time X + Y7

As shown in the bank-post office story, W = XLH, is independent of X + Y.
So any function of W is independent of any function of X + Y. And we have
that X/Y is a function of W, since

X B 00w
S e

X+Y

so X/Y is independent of X + Y.

. The F-test is a very widely-used statistical test based on the F(m,n) dis-
tribution, which is the distribution of );/TZL with X ~ Gamma(Z,1)Y ~

272
Gamma(%, 1). Find the distribution of mV/(n + mV) for V ~ F(m,n).
Let X ~ Gamma(%,1),Y ~ Gamma(%,1), and V = 2X. Then

nX/)Y X

m n
mViin+mV) ==y ~ xav Pt lss




Order Statistics

. Let Uy, ..., U, beiid. Unif(0,1). Find the PDF of the jth order statistic U
(including the normalizing constant), and its mean and variance.

In class it was shown that U, ~ Beta(j,n — j + 1), so the PDF of U is

n!
(J = Dln —j)!

for0 <t <1 (and 0 otherwise). The mean of a r.v. T ~ Beta(a, b) was shown
in class to be ~%. To get the variance, first compute the second moment of T

FT(a+b) 5,0 b1y, Lla+d) (1.4 S
/0 M) @ D= F(a)F<b)/o FrA-T,

I'(n+1)
LG —j+1)

ft) = 1 =) = N1 -

where we're integrating the Beta(a + 2,b) PDF (after normalizing), so

F(a+0b) T(a+2)T (b)_ (a+1)a
C(@)l®b) T(a+b+2) (a+b+1)(a+d)’

using the fact that I'(x + 1) = 2I'(z). So

B (a+1)a a \° B ab (1 —p)
Var(T) = - ( ) =@ -

BE(T?) =

(a+b+1)(a+0) a+b 2la+b+1) a+b+1
where 1 = a/(a + b). Therefore, U;) has mean p = -1 and variance (1;2“) =
j(n—j+1)
(n+1)?(n+2)

. Let X and Y be independent Expo(A) r.v.s and M = max(X,Y’). Show that M
has the same distribution as X +1Y’, in two ways: (a) using calculus and (b) by
remembering the memoryless property and other properties of the Exponential.

(a) The CDF of M is
Fu()=PM <z)=PX <z,Y <z)=(1-—c7)?
and the CDF of X + %Y is

1
Fx+%y(a;) =P(X + §Y <z)= // Ne MM dsdt

s+%t§z



1

2z xfit
= / e Mdt / e Mds
0 0

2x
_ / (1— e =3 \eMgt — (1 — ¢=¥)2.
0
Thus, M and X + %Y have the same CDF.

(b) This is similar to the “3 students working on a pset” problem, with 2
students instead of 3. Let L = min(X,Y) and write M = L+ (M — L). In
that story (with 2 students instead of 3), L ~ Expo(2]) is the time it takes for
the first student to finish the pset and then by the memoryless property, the
additional time until the second student finishes the pset is M — L ~ Expo()),
independent of L. Since 3Y ~ Expo(2)) is independent of X ~ Expo()),
M = L+ (M — L) has the same distribution as ;Y + X.

. Let X1, X5,...,X, beiid. r.v.s with CDF F and PDF f. Find the joint PDF
of the order statistics X(;) and X;) for 1 <1i < j < n, by drawing and thinking
about a picture.

i-1 left of a j-i-1 between a,b  n-jrightofb

000000 -9—0—000-
a b

To have X(;) be in a tiny interval around a and X ;) be in a tiny interval around
b, where a < b, we need to have 1 of the X}’s be almost exactly at a, another
be almost exactly at b, i« — 1 of them should be to the left of a, n — 5 should
be to the right of b, and the remaining 7 — ¢ — 1 should be between a and b, as
shown in the picture. This gives that the PDF is

n!
(=D —i—=1Dln—j)!

for a < b. The coefficient in front counts the number of ways to put the X,’s
into the 5 categories “left of a,” “at a,” “between a and b,” “at b,” “right of b”
with the desired number in each category (which is the same idea used to find
the coefficient in front of the Multinomial PMF). Equivalently, we could write
the coefficient as n(n — 1) (7;__12) (?:Z:ll), since there are n choices for which X},
is at a, then n — 1 choices for which is at b, etc.

o (a,b) = F(a)" f(a)(F(b)—F(a)) " f(b)(1=F(b))" 7,



Conditional Expectation

. You get to choose between two envelopes, each of which contains a check for
some positive amount of money. Unlike in the two envelope paradox from class,
it is not given that one envelope contains twice as much money as the other
envelope. Instead, assume that the two values were generated independently
from some distribution on positive real numbers, with no information given
about what that distribution is.

After picking an envelope, you can open it and see how much money is inside
(call this value x), and then you have the option of switching. As no information
has been given about the distribution, it may seem impossible to have better
than a 50% chance of picking the better envelope. Intuitively, we may want
to switch if x is “small” and not switch if x is “large,” but how do we define
“small” and “large” in the grand scheme of all possible distributions? [The last
sentence was a rhetorical question. |

Consider the following strategy for deciding whether to switch. Generate a
“threshold” T'" ~ Expo(1), and switch envelopes if and only if the observed
value z is less than the value of T'. Show that this strategy succeeds in picking
the envelope with more money with probability strictly greater than 1/2.

Hint: Let ¢ be the value of T' (generated by a random draw from the Expo(1)
distribution). First explain why the strategy works very well if ¢ happens to be
in between the two envelope values, and does no harm in any case (i.e., there is
no case in which the strategy succeeds with probability strictly less than 1/2).

Let a be the smaller value of the two envelopes and b be the larger value (assume
a < b since in the case a = b it makes no difference which envelope is chosen!).
Let GG be the event that the strategy succeeds and A be the event that we pick
the envelope with a initially. Then P(G|A) = P(T' >a)=1—(1—e%) =€ %,
and P(G|A¢) = P(T < b) =1 — e’ Thus, the probability that the strategy

succeeds is 1 1 ] 1
5670‘ + 5(1 — eib) = 5 —+ —(eia — 671)) > 5,

because e @ — e~ > (.

. Give a short, direct proof that a Geom(p) r.v. has mean ¢/p, for ¢ =1 — p.

Let X ~ Geom(p), interpreted as the number of failures before the first success
in independent Bern(p) trials. Let A be the event that the first trial is a success.



Then
E(X)=EX|A)P(A)+ E(X|A)P(A°) =0p+ (1+ E(X))q
yields F(X) = q/p.

. The “Mass Cash” lottery randomly chooses 5 of the numbers from 1,2,...,35
each day (without repetitions within the choice of 5 numbers). Suppose that
we want to know how long it will take until all numbers have been chosen.
Let a; be the average number of additional days needed if we are missing j
numbers (so ag = 0 and ag; is the average number of days needed to collect all
35 numbers). Find a recursive formula for the a;’s.

Suppose we are missing j numbers (with 0 < j < 35), and let 7; be the
additional number of days needed to complete the collection. Condition on
how many “new” numbers appear the next day; call this N. This gives

E(Ty) = >  E(Tj|N = n)P(N =n).

n=0

Note that N is Hypergeometric (imagine tagging the numbers that we don’t
already have in our collection)! Letting a; = 0 for & < 0, we have

T n=0 (355)

. You are given an amazing opportunity to bid on a mystery box containing a
mystery prize! The value of the prize is completely unknown, except that it is
worth at least nothing, and at most a million dollars. So the true value V' of
the prize is considered to be Uniform on [0,1] (measured in millions of dollars).

You can choose to bid any amount b (in millions of dollars). You have the
chance to get the prize for considerably less than it is worth, but you could
also lose money if you bid too much. Specifically, if b < %V, then the bid is
rejected and nothing is gained or lost. If b > %V, then the bid is accepted and
your net payoff is V' — b (since you pay b to get a prize worth V). What is your
optimal bid b (to maximize the expected payoff)?

We choose a bid b > 0, which cannot be defined in terms of the unknown
V. The expected payoff can be found by conditioning on whether the bid is
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accepted. The term where the bid is rejected is 0, so the expected payoff is
2 2 3 3

For b > 2/3, the bid is definitely accepted but we lose money on average, so
assume b < 2/3. Then

3 3

3 3 3
E <Zbh)—b) P(V<Zb)=(5b—b)=b= —=b
( (V|V < 2b) b) (V < 2b) (4b b)2b 0

since given that V' < %b, the conditional distribution of V' is Uniform on [0, %b]

The above expression is negative except at b = 0, so the optimal bid is 0: one
should not play this game! What’s the moral of this story? First, investing
in an asset without any information about its value is a bad idea. Second,
condition on all the information. It is crucial in the above calculation to use
E(V|V < 2b) rather than E(V) = 1/2; knowing that the bid was accepted
gives information about how much the mystery prize is worth!



Stat 110 Homework 9, Fall 2011
Prof. Joe Blitzstein (Department of Statistics, Harvard University)

1. Let X and Y be independent, positive r.v.s. with finite expected values.

(a) Give an example where E( X)JiY) + E@g%/), computing both sides exactly.

Hint: start by thinking about the simplest examples you can think of!

(b) If X and Y are i.i.d., then is it necessarily true that E(X)iy) = Eggg,)?

(¢) Now let X ~ Gamma(a,\) and Y ~ Gammal(b, \). Show without using calculus

c E XC
that E((Xﬁy)c) = E(()ngY))C) for every real ¢ > 0.

2. The Gumbel distribution is the distribution of —log X with X ~ Expo(1).
(a) Find the CDF of the Gumbel distribution.

(b) Let Xy, Xs,... be i.id. Expo(1l) and let M, = max(Xi,...,X,). Show that
M, —logn converges in distribution to the Gumbel distribution, i.e., as n — oo the
CDF of M,, — logn converges to the Gumbel CDF.

3. Consider independent Bernoulli trials with probability p of success for each. Let
X be the number of failures incurred before getting a total of r successes.

(a) Determine what happens to the distribution of ﬁX as p — 0, using MGFs;
what is the PDF of the limiting distribution, and its name and parameters if it is
one we have studied?

Hint: start by finding the Geom(p) MGF. Then find the MGF of %X, and use the
fact that if the MGFs of r.v.s Y,, converge to the MGF of a r.v. Y, then the CDF's
of the Y,, converge to the CDF of Y.

(b) Explain intuitively why the result of (a) makes sense.

4. (a) If X and Y are i.i.d. continuous r.v.s with CDF F(z) and PDF f(z), then
M =max(X,Y) has PDF 2F(z)f(x). Now let X and Y be discrete and i.i.d., with
CDF F(z) and PMF f(z). Explain in words why the PMF of M is not 2F(z) f(x).

(b) Let X and Y be independent Bernoulli(1/2) r.v.s, and let M = max(X,Y),
L = min(X,Y). Find the joint PMF of M and L, i.e., P(M = a,L = b), and the
marginal PMFs of M and L.

5. Let X ~ Bin(n,p) and B ~ Beta(j,n — j+ 1), where n is a positive integer and j
is a positive integer with j < n. Show using a story about order statistics (without

using calculus) that
P(X > j) = P(B <p).

1



This shows that the CDF of the continuous r.v. B is closely related to the CDF of
the discrete r.v. X, and is another connection between the Beta and Binomial.

6. A coin with probability p of Heads is flipped repeatedly. For Parts (a) and (b),
suppose that p is a known constant, with 0 < p < 1.

(a) What is the expected number of flips until the pattern HT is observed?
(b) What is the expected number of flips until the pattern HH is observed?

(¢) Now suppose that p is unknown, and that we use a Beta(a, b) prior to reflect our
uncertainty about p (where a and b are known constants and are greater than 2). In
terms of a and b, find the corresponding answers to (a) and (b) in this setting.

7. Consider a group of n roommate pairs at Harvard (so there are 2n students).
Each of these 2n students independently decides randomly whether to take Stat 110,
with probability p of “success” (where “success” is defined as taking Stat 110).

Let N be the number of students among these 2n who take Stat 110, and let X
be the number of roommate pairs where both roommates in the pair take Stat 110.
Find F(X) and E(X|N).



Stat 110 Homework 9 Solutions, Fall 2011

Prof. Joe Blitzstein (Department of Statistics, Harvard University)

1. Let X and Y be independent, positive r.v.s. with finite expected values.

E(X)
X+Y) E(X1Y)’

Hint: start by thinking about the simplest examples you can think of!

computing both sides exactly.

(a) Give an example where E(

As a simple example, let X take on the values 1 and 3 with probability 1/2 each, and
let Y take on the values 3 and 5 with probability 1/2 each. Then E(X)/E(X+Y) =
2/(24+4)=1/3, but E(X/(X +Y)) =31/96 (the average of the 4 possible values of
X/(X +Y), which are equally likely). An even simpler example is to let X be the
constant 1 (a degenerate r.v.), and let Y be 1 or 3 with probability 1/2 each. Then
E(X)/E(X +Y)=1/(1+2) =1/3, but E(X/(X +Y)) = 3/8.

(b) If X and Y are i.i.d., then is it necessarily true that E(<=

)_ E(X) 2
X1v EX1Y) "

Yes, since by symmetry F( and by linearity

X—‘,—Y)

X y X+Y
E E _E _1
(X+Y)+ <X+Y) (X+Y> )

SO E(XLJFY) = 1/2, while on the other hand

X+Y)

EX) _ BEX)  EX)
E(X+Y) EX)+EY) EX)+EX)

=1/2.

(c¢) Now let X ~ Gamma(a,\) and Y ~ Gamma(b, ). Show without using calculus

_ B(X°)
that E( X+Y)c) ~ B((X+Y)°

for every real ¢ > 0.

The equation we need to show can be paraphrased as the statement that X¢/(X+Y)¢
and (X + Y)¢ are uncorrelated. As shown in class in the bank-post office story,
X/(X +7Y) is independent of X +Y. So X¢/(X + Y)¢ is independent of (X +Y)°,
which shows that they are uncorrelated.

2. The Gumbel distribution is the distribution of —log X with X ~ Expo(1).

(a) Find the CDF of the Gumbel distribution.

Let G be Gumbel and X ~ Expo(1). The CDF is

P(G<t)=P(-logX <t)=P(X >e ") =¢"°

for all real ¢.



(b) Let X1, Xs,... be iid. Expo(l) and let M,, = max(Xy,...,X,). Show that
M,, — logn converges in distribution to the Gumbel distribution, i.e., as n — oo the
CDF of M, — logn converges to the Gumbel CDF.

The CDF of M, —logn is
P(M, —logn <t)=P(X; <t+logn,..., X, <t+logn)=P(X; <t-+logn)".
Using the Expo CDF and the fact that (1 + £)" — e® as n — oo, this becomes

(1 . 6—(t+logn))n _ (1 . e_)n N e—e*t'

3. Consider independent Bernoulli trials with probability p of success for each. Let
X be the number of failures incurred before getting a total of r successes.

(a) Determine what happens to the distribution of 5 X as p — 0, using MGF's;
what is the PDF of the limiting distribution, and 1ts name and parameters if it is
one we have studied?

Hint: start by finding the Geom(p) MGF. Then find the MGF of {£-X, and use the
fact that if the MGFs of r.v.s Y, converge to the MGF of a r.v. Y, then the CDFs
of the Y,, converge to the CDF of Y.

Let ¢ =1 — p. For G ~ Geom(p), the MGF is

pzet’“q’“—pz ge') 1—qet’

for ge* < 1. So the NBin(r, p) MGF is for ge! < 1. Then the MGF of ; X is

t)'r

2 x P

E(e«™) = —(1 T

for ge?/4 < 1. Let us first consider the limit for r = 1. As p — 0, the numerator goes
to 0 and so does the denominator (since ge'?/? — 1¢° = 1). By L’Hoépital’s Rule,

. P I 1 1
1m = 11m = .
p—01— (1 —p)etr/0-p)  p—0 etr/(1=p) — (1 — p)t <%1 PJ;P) etr/(—p) 1 —1t

So for any fixed r > 0, as p — 0 we have

tp p" 1
EledX) = .
= gy Wy

2



This is the Gamma(r, 1) MGF for t < 1 (note also that the condition ge®”/? < 1
is equivalent to t < —% log(1 — p), which converges to the condition ¢ < 1 since

, ﬁ — 1). Thus, the scaled Negative Binomial &X
converges to Gamma(r, 1) in distribution as p — 0.

again by L’Hopital’s Rule

(b) Explain intuitively why the result of (a) makes sense.

The result of (a) makes sense intuitively since the Gamma is the continuous analogue
of the Negative Binomial, just as the Exponential is the continuous analogue of the
Geometric (as discussed in class and seen on the HW 5 problem about The Winds
of Wmter) In fact, that problem essentially shows that if X ~ Expo(1l) then

Llog( X | ~ Geom(p). To convert from discrete to continuous, imagine performing

many, many trials where each is performed very, very quickly and has a very, very
low chance of success. To balance the rate of trials with the chance of success, we
use the scaling 2 since this makes E(£.X) = r, matching the Gamma(r, 1) mean.

4. (a) If X and Y are i.i.d. continuous r.v.s with CDF F(z) and PDF f(x), then
M = max(X,Y) has PDF 2F(x)f(z). Now let X and Y be discrete and i.i.d., with
CDF F(z) and PMF f(z). Explain in words why the PMF of M is not 2F (z) f(x).

The PMF is not 2F(x)f(z) in the discrete case due to the problem of ties: there
is a nonzero chance that X =Y. We can write the PMF as P(M = a) = P(X =
a,Y <a)+P(Y =a,X <a)+ P(X =Y = a) since M = a means that at least one
of XY equals a, with neither greater than a. The first two terms together become
2f(a)P(Y < a), but the third term may be nonzero and also P(Y < a) may not
equal F'(a) = P(Y < a).
(b) Let X and Y be independent Bernoulli(1/2) r.v.s, and let M = max(X,Y),
L = min(X,Y). Find the joint PMF of M and L, i.e., P(M = a,L = b), and the
marginal PMFs of M and L.
In order statistics notation, L = Xy, M = X. Marginally, we have Xy ~
Bern(1/4), X2y ~ Bern(3/4). The joint PMF is

P(X1)=0,Xp =0)=1/4

P(Xq)=0,Xp =1)=1/2

Note that these are nonnegative and sum to 1, and that X(;) and X () are dependent;
how does this relate to the problem of the probability of both of two children being
girls, given that at least one is a girl?



5. Let X ~ Bin(n,p) and B ~ Beta(j,n —j+ 1), where n is a positive integer and j
is a positive integer with 7 < n. Show using a story about order statistics (without

using calculus) that
P(X > j) = P(B < p).

This shows that the CDF of the continuous r.v. B is closely related to the CDF of
the discrete r.v. X, and is another connection between the Beta and Binomial.

Let Uy,...,U, be iid. Unif(0,1). Think of these as Bernoulli trials, where U; is
defined to be “successful” if U; < p (so the probability of success is p for each trial).
Let X be the number of successes. Then X > j is the same event as Uy < p, so
P(X =j) = P(Uy <p)

6. A coin with probability p of Heads is flipped repeatedly. For Parts (a) and (b),
suppose that p is a known constant, with 0 < p < 1.
(a) What is the expected number of flips until the pattern HT is observed?

This can be thought of as “Wait for Heads, then wait for the first Tails after the first
Heads,” so the expected value is ]% + %, with ¢ =1 —p.

(b) What is the expected number of flips until the pattern HH is observed?
Let X be the waiting time for H H and condition on the first toss, writing H for the
event that the first toss is Heads and T for the complement of H:
EX)=FEX|H)p+ E(X|T)g=EX|H)p+ (1+ EX)q.
To find E(X|H), condition on the second toss:
E(X|H)=FEX|HH)p+ E(X|HT)g=2p+ (2+ EX)q.

Solving for E(X), we have
1 1

-4 .
p P

As a check, note that reduces to 6 when p = 1/2, which agrees with the HH vs. HT

example done in class.

E(X)

(¢) Now suppose that p is unknown, and that we use a Beta(a, b) prior to reflect our
uncertainty about p (where a and b are known constants and are greater than 2). In
terms of a and b, find the corresponding answers to (a) and (b) in this setting.



Let X and Y be the number of flips until HH and until HT, respectively. By
(a), E(Y|p) = 1 + 155 So E(Y) = E(E(Y|p)) = E(}) + E(1%;). Likewise, by (b),
E(X)=E(E(X|p))=E(=)+ E(}%) By LOTUS,

1\ T(a+b) [ ., b1, Lla+b)T(a—1I(b) a+b—1
E(ﬁ)_ /op (1-p) dp_F(a)F(b)F(a+b—1)_ a—1 "

)
E(L) _ F((a—ri‘—b) /0 P11 — p)2dp = Ia+b) T(@l'(b—-1) a+b—1

Tl Ta+b—1) b—1 "

e
~a+b—-1 a+b-1

T a1 T Tho1

_a+b—1 (a+b—1)(a+b-2)

=T (a=1)(a—2)

EY)

7. Consider a group of n roommate pairs at Harvard (so there are 2n students).
Each of these 2n students independently decides randomly whether to take Stat 110,
with probability p of “success” (where “success” is defined as taking Stat 110).

Let N be the number of students among these 2n who take Stat 110, and let X
be the number of roommate pairs where both roommates in the pair take Stat 110.
Find E(X) and E(X|N).
Create an indicator r.v. I; for the jth roommate pair, equal to 1 if both take Stat
110. The expected value of such an indicator r.v. is p?, so E(X) = np? by symmetry
and linearity. Similarly, E(X|N) =nE(l;|N). We have

N N -1
E(L|N) =
2n2n —1
since given that N of the 2n students take Stat 110, the probability is % that any

particular student takes Stat 110 (the p no longer matters), and given that one
particular student in a roommate pair takes Stat 110, the probability that the other
N

N-1 (2)

roommate does is 37— . Or write E([;|N) = Gl since given N, the number of
2

students in the first roommate pair who are in Stat 110 is Hypergeometric! Thus,
N(N-1) 1

2 2n—1°
Historical note: an equivalent problem was first solved in the 1760s by Daniel
Bernoulli, a nephew of Jacob Bernoulli, for whom the Bernoulli distribution is named.

E(X|N) =nE(L|N) =



